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ABSTRACT

The advent of Large Language Models (LLMs) has significantly influenced the field of arti-

ficial intelligence, offering remarkable text generation capabilities through their vast number

of parameters. These advancements have established new benchmarks across various do-

mains. However, despite the impressive capabilities of LLMs, there exist critical limitations

and ethical challenges. This dissertation critically examines the capabilities of LLMs, includ-

ing their reasoning abilities, and explores potential risks, such as privacy leakage. Through

this analysis, we underscore the crucial need to improve the capabilities of LLMs while

mitigating the associated risks.

Based on this understanding, we propose methodologies to augment and safeguard LLMs.

To enhance their functionality, we develop techniques to integrate LLMs with external knowl-

edge and design an innovative data structure for knowledge representation. Additionally,

we advocate for incorporating citation mechanisms within LLMs to promote transparency,

accountability, and respect for intellectual property. Through rigorous research and the

introduction of cutting-edge techniques, this dissertation aims to advance the capabilities

of LLMs while ensuring their responsible and ethical use, ultimately contributing to the

development of powerful and trustworthy artificial intelligence systems.
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CHAPTER 1: INTRODUCTION

The landscape of artificial intelligence has witnessed a significant shift, with rapid ad-

vancements ushering in the era of Large Language Models (LLMs). Characterized by their

extensive parameter counts and unparalleled text generation capabilities, LLMs have shown

promising results across a wide range of applications [6, 24, 37, 178, 179]. Their remark-

able ability to understand, generate, and interact with humans has propelled them to the

forefront of technological innovation, setting new benchmarks in various applications.

However, despite their advancements, current LLMs are not without significant short-

comings. Firstly, they are prone to generating inaccurate or fabricated information, which

undermines their reliability. Secondly, they pose various ethical challenges, making their

application a subject of considerable risk. While the enhancement of capabilities of LLMs

is ongoing, ensuring ethical application becomes increasingly crucial to prevent misuse or

harmful outcomes. In this dissertation, we present analyses to understand the capabilities

and risks of LLMs and propose techniques for their better usage, with the goal of achieving

high capability with minimal associated risk.

In Part I, we explore the capabilities of LLMs, specifically focusing on reasoning. Reason-

ing is a fundamental aspect of human cognition, enabling us to understand the world, draw

inferences, make decisions, and solve problems. We begin with an overview of the current

state of reasoning in LLMs, providing insights for future research (Chapter 2). Then, we

specifically focus on the analysis of an important aspect of reasoning and cognition: self-

correction. Our study indicates that despite the optimism surrounding this aspect, current

LLMs cannot self-correct their reasoning intrinsically. This highlights their limited ability

to improve themselves without external feedback (Chapter 3).

The power of LLMs also raises risks, including privacy issue, bias, and potential misuse.

A primary area of concern is the risk of data leakage, especially the inadvertent release of

personally identifiable information (PII). In Part II, we unpack this issue in LLMs. Specifi-

cally, we first test whether LLMs are prone to leak PII such as email address. We discover

that these models do leak personal information due to the memorization of their training

data. However, since the models are weak at associating email addresses with correspond-

ing person names, the risk of specific personal information being extracted by attackers is

relatively low (Chapter 4). Based on this foundation, we conduct a comprehensive analysis

of the association capabilities of LLMs and its implications on privacy leakage. Despite the

proportion of accurately predicted PII being relatively small, LLMs still demonstrate the

capability to predict specific instances of email addresses and phone numbers when provided
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with appropriate prompts. These findings underscore the potential risk to PII confidentiality

posed by the evolving capabilities of LLMs, especially as they continue to expand in scale

and power (Chapter 5).

Based on our analysis, LLMs face both capability limitations and ethical challenges. In

Part III, we introduce techniques aimed at improving these two aspects. Drawn from our

analysis, a fundamental limitation of LLMs is their limited ability to operate beyond their

intrinsic cognitive boundaries. To address this, the integration of external knowledge and

feedback is vital. In light of this, we develop Raven, a language model augmented with

external knowledge. Despite having substantially fewer parameters than some of the most ad-

vanced models, Raven demonstrates remarkable performance in knowledge-intensive tasks

(Chapter 6).

Another consideration is the form of knowledge used. Common choices include raw text,

which is unstructured and cost-effective, and knowledge graphs, which offer structured but

often incomplete knowledge and are labor-intensive to build. Our proposal, Descriptive

Knowledge Graph, aims to merge the best of both worlds. This approach combines the

flexibility of raw text with the structured nature of knowledge graphs. By utilizing sentence

relation descriptions in its edges to represent relationships, this graph allows for automatic

construction without the need for human annotation. This knowledge representation can

serve as a useful component in enhancing the functionality of LLMs, especially in knowledge

reasoning (Chapter 7).

Furthermore, we argue that a multifaceted implementation considering both the capa-

bilities and risks of LLMs is crucial. In this implementation, we identify “citation” as a

key component in building responsible and accountable LLMs. Incorporating citations can

enhance content transparency and verifiability, thereby addressing some of the ethical issues

associated with the deployment and usage of LLMs (Chapter 8).

Through this endeavor, we aim to uncover and extend LLMs’ true potentials and limita-

tions. In doing so, our goal is to pave the way for their responsible advancement and applica-

tion, ensuring that they contribute positively and safely across various domains. Ultimately,

this leads to a future where artificial intelligence is not only powerful but also principled.

2
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CHAPTER 2: TOWARDS REASONING IN LARGE LANGUAGE MODELS

Reasoning is a fundamental aspect of human intelligence that plays a crucial role in human

cognition and activities such as problem solving, decision making, and critical thinking. In

recent years, Large Language Models (LLMs) have made significant progress in natural lan-

guage processing, and there is observation that these models may exhibit reasoning abilities

when they are sufficiently large. However, it is not yet clear to what extent LLMs are capable

of reasoning. In this chapter, we provide a comprehensive overview of the current state of

knowledge on reasoning in LLMs, including techniques for improving and eliciting reasoning

in these models, methods and benchmarks for evaluating reasoning abilities, findings and

implications of previous research in this field, and suggestions on future directions.1

2.1 INTRODUCTION

Reasoning is a cognitive process that involves using evidence, arguments, and logic to

arrive at conclusions or make judgments. It plays a central role in many intellectual activities,

such as problem solving, decision making, and critical thinking. The study of reasoning is

important in fields like psychology [254], philosophy [188], and computer science [102], as it

helps individuals make decisions, solve problems, and think critically.

Recently, Large Language Models (LLMs) [24, 37, 38, 178] such as ChatGPT have made

significant advancements in natural language processing and related fields. It has been shown

that these models exhibit emergent behaviors, including the ability to “reason”, when they

are large enough [257]. For example, by providing the models with “chain of thoughts”, i.e.,

reasoning exemplars, or a simple prompt “Let’s think step by step”, these models are able to

answer questions with explicit reasoning steps [125, 258], e.g., “all whales are mammals, all

mammals have kidneys; therefore, all whales have kidneys.” This has sparked considerable

interest in the community since reasoning ability is a hallmark of human intelligence that is

frequently considered missed in current artificial intelligence systems [19, 164, 173, 214].

However, despite the strong performance of LLMs on certain reasoning tasks, it remains

unclear whether LLMs are actually reasoning and to what extent they are capable of rea-

soning. For example, Kojima et al. [125] claim that “LLMs are decent zero-shot reasoners

(p. 1)”, while Valmeekam et al. [240] conclude that “LLMs are still far from achieving ac-

ceptable performance on common planning/reasoning tasks which pose no issues for humans

to do (p. 2).” This limitation is also stated by Wei et al. [258]:

1The material in this chapter is based on Huang and Chang [89].
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“we qualify that although chain of thought emulates the thought processes of human

reasoners, this does not answer whether the neural network is actually reasoning (p. 9).”

Therefore, in this chapter, we aim to provide a comprehensive overview and engage in an

insightful discussion on the current state of knowledge on this fast-evolving topic. We initiate

our exploration with a clarification of the concept of reasoning (Section 2.2). Subsequently,

we turn our attention to the techniques for enhancing/eliciting reasoning in LLMs (Section

2.3), the methods and benchmarks for evaluating reasoning in LLMs (Section 2.4), and the

key findings and implications in this field (Section 2.5). Finally, we reflect on and discuss

the current state of the field (Section 2.6).

2.2 WHAT IS REASONING?

Reasoning is the process of thinking about something in a logical and systematic way, using

evidence and past experiences to reach a conclusion or make a decision [56, 62, 165, 253, 254].

Reasoning involves making inferences, evaluating arguments, and drawing logical conclusions

based on available information. Although “reasoning” is a term that is commonly used in

literature and daily life, it is also an abstract concept that can refer to many things. To

help the reader better understand this concept, we summarize several main categories of

reasoning that are commonly recognized:

Deductive reasoning. Deductive reasoning is a type of reasoning in which a conclusion

is drawn based on the truth of the premises. In deductive reasoning, the conclusion must

necessarily follow from the premises, meaning that if the premises are true, the conclusion

must also be true. For example:

• Premise: All mammals have kidneys.

• Premise: All whales are mammals.

• Conclusion: All whales have kidneys.

Inductive reasoning. Inductive reasoning is a type of reasoning in which a conclusion is

drawn based on observations or evidence. The conclusion is likely to be true based on the

available evidence, but it is not necessarily certain. For example:

• Observation: Every time we see a creature with wings, it is a bird.

• Observation: We see a creature with wings.

• Conclusion: The creature is likely to be a bird.

Abductive reasoning. Abductive reasoning is a type of reasoning in which a conclusion

is drawn based on the best explanation for a given set of observations. The conclusion is

5



the most likely explanation based on the available evidence, but it is not necessarily certain.

For example:

• Observation: The car cannot start and there is a puddle of liquid under the engine.

• Conclusion: The most likely explanation is that the car has a leak in the radiator.

Other types of reasoning include analogical reasoning, which involves making comparisons

between two or more things in order to make inferences or arrive at conclusions; causal

reasoning, which involves identifying and understanding the causes and effects of events

or phenomena; and probabilistic reasoning, which involves making decisions or arriving at

conclusions based on the likelihood or probability of certain outcomes.

Formal Reasoning vs Informal Reasoning. Formal reasoning is a systematic and logical

process that follows a set of rules and principles, often used in mathematics and logic.

Informal reasoning is a less structured approach that relies on intuition, experience, and

common sense to draw conclusions and solve problems, and is often used in everyday life.

Formal reasoning is more structured and reliable, while informal reasoning is more adaptable

and open-ended, but may also be less reliable. We refer the reader to Bronkhorst et al.

[22], Galotti [62] for a detailed distinction between them.

Reasoning in Language Models. The concept of reasoning in language models has

been around for some time, but there is not a clear definition of what it entails. In the

literature, the term “reasoning” is often used to refer to informal reasoning, although it

is not always explicitly stated that it is informal [40, 258]. Different forms of reasoning

may be used depending on the task, benchmark, or method being used, e.g., deductive

reasoning [40, 42, 77], inductive reasoning [172, 269] or abductive reasoning [113, 129, 262].

In this chapter, we encompass various forms of reasoning, with a particular focus on “informal

deductive reasoning” in large language models since it is a widely used form in which the

conclusion is guaranteed to be true as long as the premises are true.

2.3 TOWARDS REASONING IN LARGE LANGUAGE MODELS

Reasoning, particularly multi-step reasoning, is often seen as a weakness in language

models and other NLP models [19, 206, 240]. Recent research has suggested that reasoning

ability may emerge in language models at a certain scale, such as models with over 100 billion

parameters [40, 257, 258]. Therefore, we follow Wei et al. [257] in considering reasoning as

an ability that is rarely present in small-scale models like GPT-2 [205] and BERT [44], and

6



therefore focus on techniques applicable to improving or eliciting “reasoning”2 in LLMs such

as GPT-3 [24] and PaLM [37].

2.3.1 Fully Supervised Finetuning

Before discussing reasoning in large language models, it is worth mentioning there is re-

search working on eliciting/improving reasoning in small language models through fully su-

pervised finetuning on specific datasets. For example, Rajani et al. [208] finetune a pretrained

GPT model [204] to generate rationales that explain model predictions with the built CoS-E

dataset, and find that models trained with explanations perform better on commonsense

question answering tasks [233]. Talmor et al. [234] train RoBERTa [153] to perform reason-

ing/inference based on both implicit pre-trained knowledge and explicit free-text statements.

Hendrycks et al. [82] finetune pretrained language models to solve competition mathematics

problems by generating full step-by-step solutions, though the accuracy is relatively low.

Nye et al. [176] train language models to do multi-step reasoning for program synthesis/ex-

ecution by generating “scratchpads”, i.e., intermediate computations, before producing the

final answers. We refer the reader to Bhargava and Ng [16], Helwe et al. [80]’s survey for

more studies in this line.

There are two major limitations of fully supervised finetuning. First, it requires a dataset

containing explicit reasoning, which can be difficult and time-consuming to create. Addi-

tionally, the model is only trained on a specific dataset, which limits its application to a

specific domain and may result in the model relying on artifacts in the training data rather

than actual reasoning to make predictions.

2.3.2 Prompting & In-Context Learning

Large language models such as GPT-3 [24] have demonstrated remarkable few-shot perfor-

mance across a variety of tasks through in-context learning. These models can be prompted

with a question and a few ⟨input, output⟩ exemplars to potentially solve a problem through

“reasoning”, either implicitly or explicitly. However, research has shown that these mod-

els still fall short when it comes to tasks that require multiple steps of reasoning to solve

[19, 206, 240]. This may be due to a lack of exploration into the full capabilities of these

models, as recent studies have suggested.

2It is important to note that the term “reasoning” in this dissertation does not necessarily imply that
LLMs are truly capable of reasoning or that they are able to reason in the same way that humans do. We
will discuss this issue in more detail in Section 2.6.
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LLM

Rationale* 1
Input A, Rationale A, Output A

Output*
Exemplars Input B, Rationale B, Output B

Input C, Rationale C, Output C

Rationale Refinement

Rationale* 2

Rationale* 3

Rationale Exploration

Rationale Verification

[Input] Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does he
have now? [Rationale] Roger started with 5 balls. 2 cans of 3 tennis
balls each is 6 tennis balls. 5 + 6 = 11. [Output] The answer is 11.

Input*

Figure 2.1: An illustration of Chain-of-Thought Prompting and Rationale Engineering, where
asterisk (*) denotes the target problem to be solved.

Chain of Thought and Its Variants

To encourage LLMs to engage in reasoning rather than simply providing answers directly,

we may guide LLMs to generate “reasoning” explicitly. One approach for doing this is chain-

of-thought prompting, proposed by Wei et al. [258]. This approach involves providing a few

examples of “chain of thought” (CoT), which are intermediate natural language reasoning

steps, in the prompt to LLMs (Figure 2.1). Specifically, in CoT prompting, ⟨input, output⟩
demonstrations are replaced with ⟨input, chain of thought , output⟩ triples, e.g., “[input]
Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each can has 3 tennis balls.

How many tennis balls does he have now? [chain of thought ] Roger started with 5 balls.

2 cans of 3 tennis balls each is 6 tennis balls. 5 + 6 = 11. [output] The answer is 11.”

In this way, given a target question, the model learns to generate explicit rationale before

producing the final answer. Experimental results show that this simple idea can improve

LLMs’ few-shot performance on arithmetic, symbolic, and commonsense reasoning tasks,

sometimes to a striking degree.

There are several variants of chain-of-thought prompting that have been proposed in the

literature, in a different form or to solve a specific problem.

Different Form: Kojima et al. [125] introduce Zero-shot-CoT, in which LLMs are simply

prompted with the phrase “Let’s think step by step” after the input, in order to elicit

reasoning without the need for few-shot demonstrations. Chen et al. [32], Gao et al. [66],

Madaan et al. [160] find that LLMs trained with code, e.g., Codex [30], can achieve better

performance on reasoning tasks by framing reasoning as code generation. Wang et al. [246]

propose to iteratively prompt chain of thought. He et al. [79] attempt to retrieve external
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knowledge in CoT to improve faithfulness of reasoning.

Specific Problem/Setting: Before chain of thought, Nye et al. [176] also try to use inter-

mediate computations, named “scratchpads”, to improve language models’ reasoning per-

formance in both finetuning and few-shot regimes, with a particular focus on programs. Shi

et al. [221] attempt to solve multilingual reasoning tasks with CoT in the native language,

CoT in English (regardless of the problem language), and CoT in English (with the problem

translated to English). Chen [31] apply CoT to table-based reasoning, finding that LLMs

can achieve strong performance on table tasks with only one exemplar. Prystawski et al.

[201] demonstrate that CoT can improve LLMs’ performance on paraphrase selection for

metaphors. Lu et al. [156] apply chain of thought to solve multimodal science questions.

Rationale Engineering

The original version of chain-of-thought prompting, proposed by Wei et al. [258], relies on

manually crafted examples of intermediate reasoning steps and applies greedy decoding in the

generation. Rationale engineering aims to more effectively elicit or utilize reasoning in LLMs.

This can be achieved through rationale refinement, which involves creating more effective

examples of reasoning steps, or through rationale exploration and rationale verification,

which involve exploring and verifying the rationales produced by LLMs. A summary of

raltionale engineering is illustrated in Figure 2.1.

Rationale refinement. The choice of exemplars can significantly affect the few-shot per-

formance of LLMs, as demonstrated in research such as Liu et al. [150], which also appears

in chain-of-thought prompting. Rationale refinement aims to create and refine rationale

examples that are better able to elicit reasoning in LLMs. Fu et al. [61] propose complexity-

based prompting to create rationales with more reasoning steps. Their experiments show

that the performance of LLMs improves with the increased rationale complexity. Similarly,

Zhou et al. [284] propose algorithmic prompting, which suggests that providing more thor-

ough examples of solutions can help improve reasoning performance on some simple math

calculations. Zhang et al. [279] design Auto-CoT to automatically construct exemplars by

partitioning questions from a given dataset into clusters and then using Zero-Shot-CoT [125]

to generate the rationale for a representative question from each cluster. The analysis shows

that making exemplars diverse is important in prompting LLMs to produce better rationales.

Rationale exploration. In addition to providing better exemplars, we can allow LLMs

to fully explore various ways of reasoning to improve their performance on reasoning tasks,

named rationale exploration. Based on the idea that complex problems often admit multiple
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ways of thinking that can lead to their unique correct answer, Wang et al. [252] present a de-

coding strategy called self-consistency to improve upon the traditional greedy decoding used

in chain-of-thought prompting. This strategy involves sampling a diverse set of rationales,

rather than just the greedy one, and selecting the most consistent answer by marginalizing

out the sampled rationales. The idea is also used in Fu et al. [61] to vote over the top com-

plex rationales. To further improve performance, Li et al. [142] suggest providing different

demonstrations for each question by sampling exemplars from an exemplar base, in order to

increase the diversity of the sampled rationales.

Rationale verification. Ensuring that the rationales produced by LLMs are valid is criti-

cal, as incorrect rationales can lead to incorrect final predictions [271]. To address this issue,

the process of rationale verification aims to verify whether the rationales produced by LLMs

lead to the correct final answers. Cobbe et al. [40] propose augmenting LLMs with a trained

verifier that assigns a score to each rationale and solution generated by the LLM, selecting

the highest-ranked solution as the final answer when solving math word problems. Li et al.

[142] also use this technique to guide rationale selection, in conjunction with the process of

rationale exploration. Different from the above methods that train an external verifier to

verify the rationales, Weng et al. [261] suggest using LLMs themselves as the verifiers.

Problem Decomposition

Chain-of-thought prompting, while effective for eliciting reasoning in LLMs, can struggle

with complex tasks, e.g., tasks that require compositional generalization [117, 128]. To

solve a complex problem, it is helpful to first break it down into smaller, more manageable

subproblems. By solving each of these subproblems, we can effectively solve the complex

problem. This technique is called problem decomposition or divide and conquer [169, 194,

232].

Based on this idea, Zhou et al. [282] propose least-to-most prompting, which consists of

two steps: decomposing the complex problem into subproblems and solving these subprob-

lems in a specific order, with each subproblem being facilitated by the answers obtained

from previously solved subproblems. As follow-up work, Drozdov et al. [48] introduce dy-

namic least-to-most prompting, which is designed to solve more realistic semantic parsing

problems by decomposing the problems with prompting-based syntactic parsing and dynam-

ically selecting exemplars based on the decomposition. In addition, Khot et al. [120] design

decomposed prompting, which breaks down a complex problem into subproblems that can

be handled by a shared library of prompting-based LLMs, each specialized in a particular
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subproblem. Furthermore, Dua et al. [50] develop successive prompting, which iteratively

decomposes a complex problem into a simple problem, with the next subproblem predic-

tion having access to the answers to the previous subproblems. While the above methods

decompose or solve compositional questions with multiple forward passes, Press et al. [200]

suggest decomposing and solving the input question in one forward pass using CoT prompt-

ing. Overall, these techniques show promise for helping LLMs to solve complex tasks by

decomposing the problem into more manageable subproblems.

Others

There are other techniques that have been developed to facilitate reasoning in LLMs for

specific tasks or settings. For instance, Creswell and Shanahan [41], Creswell et al. [42]

introduce a selection-inference framework that uses LLMs as modules to select and infer

reasoning steps from a set of facts that culminate in the final answer. Kazemi et al. [116]

suggest using backward chaining, i.e., from goal to the set of facts that support it, instead

of forward chaining like Creswell and Shanahan [41], Creswell et al. [42]. In addition, Jung

et al. [113] propose a method for solving binary questions by prompting LLMs abductively

and recursively to rationalize each option. Zhou et al. [283] design a technique for per-

forming numerical reasoning on complex numbers by replacing the complex numbers with

simple numbers to produce simpler expressions, and then using these expressions to perform

calculations on the complex numbers. There are also efforts to distill reasoning from LLMs

into smaller models, such as the work by Li et al. [140], Magister et al. [161], Shridhar et al.

[226]. Finally, we refer the reader to Dohan et al. [46]’s position paper on language model

cascade, which presents a unifying framework for understanding chain-of-thought prompting

and research in this line.

2.3.3 Hybrid Method

While “prompting” techniques can help elicit or better utilize reasoning in large language

models to solve reasoning tasks, they do not actually improve the reasoning capabilities

of the LLMs themselves, as the parameters of the models remain unchanged. In contrast,

the “hybrid approach” aims to simultaneously improve the reasoning capabilities of LLMs

and make better use of these models in order to solve complex problems. This approach

involves both enhancing the reasoning capabilities of the LLMs and using techniques such

as prompting to effectively utilize these capabilities.
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Reasoning-Enhanced Training and Prompting

One approach to improving the reasoning capabilities of LLMs is to pretrain or finetune

the models on datasets that include “reasoning”. Lewkowycz et al. [137], Taylor et al. [236]

find that LLMs trained on datasets containing scientific and mathematical data can achieve

better performance on reasoning tasks like quantitative reasoning problems when using CoT

prompting3. Pi et al. [198] show that continually pretraining with SQL data can boost

the performance of language models, e.g., T5 [207], on natural language reasoning such as

numerical reasoning and logical reasoning. Furthermore, Chung et al. [38] develop Flan

models by finetuning PaLM [37] and T5 [207] with 1.8k finetuning tasks, including CoT

data, and find that CoT data are critical to keeping reasoning abilities. Similarly, Yu et al.

[273] finetune OPT [277] on 10 reasoning datasets and observe that it can improve some

reasoning capabilities of LLMs. Anil et al. [5] study the length generalization abilities of

LLMs, i.e., whether LLMs learned with short problem instances can generalize to long ones.

They discover that the combination of few-shot scratchpad (or chain of thought) finetuning

and scratchpad prompting results in a significant improvement in LLMs’ ability to generalize

to longer problems, while this phenomenon is not observed in the standard fully supervised

finetuning paradigm.

Bootstrapping & Self-Improving

Instead of finetuning LLMs on pre-built datasets that include reasoning, there are studies

that have explored the idea of using LLMs to self-improve their reasoning abilities through

a process known as bootstrapping. One example of this is the Self-Taught Reasoner (STaR)

introduced by Zelikman et al. [276], in which a LLM is trained and refined on its own output

iteratively. Specifically, with CoT prompting, the model first generates initial rationales.

And then, the model is finetuned on rationales that lead to correct answers. This process

can be repeated, with each iteration resulting in an improved model that can generate better

training data, which in turn leads to further improvements. As a follow-up to this work,

Huang et al. [86] show that LLMs are able to self-improve their reasoning abilities without

the need for supervised data by leveraging the self-consistency of reasoning [252].

3This may also be true for models trained with code [30, 60].
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2.4 MEASURING REASONING IN LARGE LANGUAGE MODELS

We summarize methods and benchmarks for evaluating reasoning abilities of LLMs in

this section.

2.4.1 End Task Performance

One way to measure reasoning abilities of LLMs is to report their performance, e.g.,

accuracy, on end tasks that require reasoning. We list some common benchmarks as follows.

Arithmetic Reasoning. Arithmetic reasoning is the ability to understand and apply math-

ematical concepts and principles in order to solve problems involving arithmetic operations.

This involves using logical thinking and mathematical principles to determine the correct

course of action when solving mathematical problems. Representative benchmarks for arith-

metic reasoning include GSM8K [40], Math [82], MathQA [4], SVAMP [191], ASDiv [168],

AQuA [148], and MAWPS [211]. It is worth mentioning that Anil et al. [5] generate the

Parity Datasets and the Boolean Variable Assignment Dataset for analyzing the length gen-

eralization capabilities of LLMs (Section 2.3.3).

Commonsense Reasoning. Commonsense Reasoning is the use of everyday knowledge

and understanding to make judgments and predictions about new situations. It is a funda-

mental aspect of human intelligence that enables us to navigate our environment, understand

others, and make decisions with incomplete information. Benchmarks that can be used for

testing commonsense reasoning abilities of LLMs include CSQA [233], StrategyQA [68], and

ARC [39]. We refer the reader to Bhargava and Ng [16]’s survey for more work in this

domain.

Symbolic Reasoning. Symbolic reasoning is a form of reasoning that involves the manipu-

lation of symbols according to formal rules. In symbolic reasoning, we use abstract symbols

to represent concepts and relationships, and then manipulate those symbols according to

precise rules in order to draw conclusions or solve problems. Two benchmarks of symbolic

reasoning are presented in Wei et al. [258], including Last Letter Concatenation and Coin

Flip.

Others. In practice, there are many benchmarks that can be used to evaluate reasoning

abilities of LLMs (indirectly), as long as the downstream task involves reasoning. BIG-

bench [229], for example, includes over 200 tasks that test a range of reasoning skills,

including tasks like Date Understanding, Word Sorting, and Causal Judgement. Other
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benchmarks, such as SCAN [128] and the one proposed by Anil et al. [5], focus on evaluat-

ing generalization ability. LLMs can also be tested on their table reasoning abilities using

benchmarks such as WikiTableQA [189], FetaQA [174], as suggested by Chen [31].

2.4.2 Analysis on Reasoning

Although LLMs have demonstrated impressive performance on various reasoning tasks,

the extent to which their predictions are based on true reasoning or simple heuristics is

not always clear. This is because most existing evaluations focus on their accuracy on end

tasks, rather than directly assessing their reasoning steps. While some error analysis has

been conducted on the generated rationales of LLMs [125, 258], this analysis has often been

limited in depth.

There have been some efforts to develop metrics and benchmarks that enable a more

formal/deep analysis of reasoning in LLMs. Golovneva et al. [69] design ROSCOE, a set

of interpretable, detailed step-by-step evaluation metrics covering various perspectives in-

cluding semantic alignment, logical inference, semantic similarity, and language coherence.

Saparov and He [216] create a synthetic dataset called PrOntoQA that is generated from

real or fictional ontologies. Each example in the dataset has a unique proof, which can be

converted to simple sentences and back again, allowing for a formal analysis of each rea-

soning step. Han et al. [76] introduce a dataset called FOLIO to test the first-order logic

reasoning capabilities of LLMs. FOLIO contains first-order logic reasoning problems that

require models to determine the correctness of conclusions given a set of premises. In addi-

tion, Wang et al. [247] conduct ablation experiments on CoT and find that LLMs may also

perform reasoning while prompting with invalid rationals. Their study also suggests that

being relevant to the query and correctly ordering the reasoning steps are important for CoT

prompting.

In summary, most existing studies primarily report the performance of the models on

downstream reasoning tasks, without a detailed examination of the quality of the rationales

produced. This leaves open the question of whether the models are actually able to reason

in a way that is similar to human reasoning, or whether they are simply able to achieve good

performance on the tasks through other means. Further research is needed to more formally

analyze the reasoning abilities of LLMs.
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2.5 FINDINGS AND IMPLICATIONS

In this section, we summarize the important findings and implications of studies on rea-

soning in large language models.

Reasoning seems an emergent ability of LLMs. Suzgun et al. [231], Wei et al. [257, 258]

show that reasoning ability appears to emerge only in large language models like GPT-

3 175B, as evidenced by significant improvements in performance on reasoning tasks at a

certain scale (e.g., 100 billion parameters). This suggests that it may be more effective to

utilize large models for general reasoning problems rather than training small models for

specific tasks. However, the reason for this emergent ability is not yet fully understood. We

refer the reader to Fu et al. [60], Wei et al. [257] for some potential explanations.

Chain of thought elicits “reasoning” of LLMs. The use of chain-of-thought (CoT)

prompts [258] has been shown to improve the performance of LLMs on various reasoning

tasks, as demonstrated in the experiments of Suzgun et al. [231], Wei et al. [257, 258].

Additionally, Saparov and He [216] (Section 2.4.2) find that, when using CoT prompts,

LLMs are able to produce valid individual proof steps, even when the synthetic ontology

is fictional or counterfactual. However, they may sometimes choose the wrong steps when

multiple options are available, leading to incomplete or incorrect proofs. Moreover, for

many reasoning tasks where the performance of standard prompting grows smoothly with

model scale, chain-of-thought prompting can lead to dramatic performance improvement.

In addition to these benefits, the use of CoT prompts has been shown to improve the out-

of-distribution robustness of LLMs [5, 258, 282], an advantage that is not typically observed

with standard prompting or fully supervised finetuning paradigms.

LLMs show human-like content effects on reasoning. According to Dasgupta et al.

[43], LLMs exhibit reasoning patterns that are similar to those of humans as described in

the cognitive literature. For example, the models’ predictions are influenced by both prior

knowledge and abstract reasoning, and their judgments of logical validity are impacted by

the believability of the conclusions. These findings suggest that, although language models

may not always perform well on reasoning tasks, their failures often occur in situations that

are challenging for humans as well. This provides some evidence that language models may

“reason” in a way that is similar to human reasoning.

LLMs are still unskilled at complex reasoning. Although LLMs seem to possess

impressive reasoning capabilities with the techniques described in Section 2.3, they still

struggle with more complex reasoning tasks or those involving implicature, according to

15



studies such as Han et al. [76], Ruis et al. [213], Valmeekam et al. [240]. For instance,

Valmeekam et al. [240] find that even in relatively simple commonsense planning domains

that humans would have no trouble navigating, LLMs such as GPT-3 [24] and BLOOM [217]

struggle to perform effectively. These findings suggest that existing benchmarks may be too

simple to accurately gauge the true reasoning abilities of LLMs, and that more challenging

tasks may be needed to fully evaluate their abilities in this regard.

2.6 REFLECTION, DISCUSSION, AND FUTURE DIRECTIONS

Why reasoning? Reasoning is the process of thinking about something in a logical and

systematic way, and it is a key aspect of human intelligence. By incorporating reasoning

capabilities into language models, we can enable them to perform tasks that require more

complex and nuanced thinking, such as problem solving, decision making, and planning [100,

101, 228]. This can improve the performance of these models on downstream tasks and

increase their out-of-distribution robustness [5, 231, 257, 258, 282]. In addition, reasoning can

make language models more explainable and interpretable, as it provides explicit rationales

for their predictions.

Right task/application? As Valmeekam et al. [240] point out, current benchmarks may

not adequately reflect the reasoning capabilities of LLMs. In addition, tasks such as solving

simple math problems and concatenating letters in strings (Section 2.4.1) are artificial and

do not accurately reflect real-world situations. To truly understand the reasoning ability of

LLMs, it is important to consider more realistic and meaningful applications such as decision

making [53], legal reasoning [134], and scientific reasoning [287]. Our ultimate goal should

not be to enable LLMs to solve simple math problems, which can be simply done with other

programs. When conducting relevant research, it is essential to ask whether the specific task

being tackled is meaningful and whether the proposed method can be generalized to more

realistic tasks and applications.

Are language models really able to reason? There are several indications that LLMs

are able to reason, including 1) high performance on various tasks requiring reasoning [231];

2) the ability to reason step-by-step with chain-of-thought prompting [258]; and 3) the

reflection of human-like content effects on reasoning [43]. However, these findings are not

sufficient to conclude that LLMs can truly reason. For 1), it is not clear whether the

models are making predictions based on reasoning or heuristics [191]. For many existing

benchmarks on reasoning, actually, we can design a program with heuristic rules to achieve
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very high performance. We usually do not think a program relying on heuristic rules is

capable of reasoning. For 2), although the models seem to reason step-by-step, the generated

rationales may be incorrect and inconsistent. It is possible that the models are “generating

reasoning-like response” rather than “reasoning step-by-step”. For 3), while LLMs display

some human-like reasoning patterns, this does not necessarily mean that they behave like

humans.

Additionally, there are several observations that suggest LLMs may not be capable of

reasoning: 1) LLMs still struggle with tasks that require complex reasoning [76, 213, 240].

If LLMs are really decent reasoners, they should handle tasks that can be simply solved by

humans through reasoning; 2) LLMs make mistakes in their reasoning, as explained above;

3) The performance of LLMs on downstream tasks has been found to be sensitive to the

frequency of certain terms, such as numbers, in the training data [113, 210], which would

not be expected if the models were solving mathematical problems through reasoning; 4)

Language models have been found to struggle with associating relevant information that they

have memorized [95]; 5) Current LLMs cannot self-correct their reasoning intrinsically [92].

Overall, it is still too early to draw a conclusion about the proposed question. In fact, there

is also an ongoing debate about whether language models can actually understand language

or capture meaning [15, 138, 163, 199]. Further in-depth analysis of factors such as training

data, model architecture, and optimization objectives is needed, as well as the development

of better benchmarks for measuring the reasoning capabilities of LLMs. However, it is clear

that the current models are not yet capable of robust reasoning.

Improving reasoning capabilities of LLMs. While techniques like chain-of-thought

prompting [258] may help to elicit reasoning abilities in large language models, they cannot

enable the models to solve tasks beyond their current capabilities. To truly enhance reasoning

in LLMs, we need to utilize training data, model architecture, and optimization objectives

that are designed to encourage reasoning. For example, finetuning a model with a dataset

including CoT data has been shown to improve reasoning [38], and models can also self-

improve through the process of bootstrapping their reasoning [86, 276]. There is still much

research that needs to be done in this area, and we look forward to future progress in

improving reasoning in large language models.

2.7 CONCLUSION

In this chapter, we have provided a detailed and up-to-date review of the current state

of knowledge on reasoning in large language models. We have discussed techniques for im-
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proving and eliciting reasoning in LLMs, methods and benchmarks for evaluating reasoning

abilities, and the findings and implications of previous studies in this topic. While LLMs

have made significant progress in natural language processing and related fields, it remains

unclear to what extent they are capable of true reasoning or whether they are simply us-

ing memorized patterns and heuristics to solve problems. Further research is needed to

fully understand the reasoning abilities of LLMs, improve LLMs’ reasoning capabilities, and

determine their potential for use in a variety of applications.
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CHAPTER 3: LARGE LANGUAGE MODELS CANNOT SELF-CORRECT
REASONING YET

Large Language Models (LLMs) have emerged as a groundbreaking technology with their

unparalleled text generation capabilities across various applications. Nevertheless, concerns

persist regarding the accuracy and appropriateness of their generated content. A contempo-

rary methodology, self-correction, has been proposed as a remedy to these issues. Building

upon this premise, in this chapter, we critically examine the role and efficacy of self-correction

within LLMs, shedding light on its true potential and limitations. Central to our investiga-

tion is the notion of intrinsic self-correction, whereby an LLM attempts to correct its initial

responses based solely on its inherent capabilities, without the crutch of external feedback.

In the context of reasoning, our research indicates that LLMs struggle to self-correct their

responses without external feedback, and at times, their performance even degrades after

self-correction. Drawing from these insights, we offer suggestions for future research and

practical applications in this field.4

3.1 INTRODUCTION

The rapid advancements in the domain of artificial intelligence have ushered in the era of

Large Language Models (LLMs). These models, characterized by their expansive parameter

counts and unparalleled capabilities in text generation, have showcased promising results

across a multitude of applications [7, 37, 179]. However, concerns about their accuracy, rea-

soning capabilities, and the safety of their generated content have drawn significant attention

from the community [3, 13, 27, 95, 139, 219, 220, 255, 259, 280, 282, 288].

Amidst this backdrop, the concept of “self-correction” has emerged as a promising solution,

where LLMs refine their responses based on feedback to their previous outputs [11, 34,

63, 65, 121, 159, 182, 193, 225, 260]. However, the underlying mechanics and efficacy of

self-correction in LLMs remain underexplored. A fundamental question arises: If an LLM

possesses the ability to self-correct, why doesn’t it simply offer the correct answer in its

initial attempt? This chapter delves deeply into this paradox, critically examining the self-

correction capabilities of LLMs, with a particular emphasis on reasoning [89, 258, 282].

To study this, we first define the concept of intrinsic self-correction, a scenario wherein

the model endeavors to rectify its initial responses based solely on its inherent capabilities,

without the crutch of external feedback. Such a setting is crucial because high-quality

external feedback is often unavailable in many real-world applications. Moreover, it is vital

4The material in this chapter is based on Huang et al. [92].
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to understand the intrinsic capabilities of LLMs. Contrary to the optimism surrounding

self-correction [121, 159, 182, 225], our findings indicate that LLMs struggle to self-correct

their reasoning in this setting. In most instances, the performance after self-correction even

deteriorates. This observation is in contrast to prior research such as Kim et al. [121], Shinn

et al. [225]. Upon closer examination, we observe that the improvements in these studies

result from using oracle labels to guide the self-correction process, and the improvements

vanish when oracle labels are not available.

Besides the reliance on oracle labels, we also identify other issues in the literature regarding

measuring the improvement achieved by self-correction. First, we note that self-correction,

by design, utilizes multiple LLM responses, thus making it crucial to compare it to baselines

with equivalent inference costs. From this perspective, we investigate multi-agent debate [49,

143] as a means to improve reasoning, where multiple LLM instances (can be multiple copies

of the same LLM) critique each other’s responses. However, our results reveal that its efficacy

is no better than self-consistency [252] when considering an equivalent number of responses,

highlighting the limitations of such an approach.

Another important consideration for self-correction involves prompt design. Specifically,

each self-correction process involves designing prompts for both the initial response gener-

ation and the self-correction steps. Our evaluation reveals that the self-correction improve-

ment claimed by some existing work stems from the sub-optimal prompt for generating initial

responses, where self-correction corrects these responses with more informative instructions

about the initial task in the feedback prompt. In such cases, simply integrating the feed-

back into the initial instruction can yield better results, and self-correction again decreases

performance.

In light of our findings, we provide insights into the nuances of LLMs’ self-correction

capabilities and initiate discussions to encourage future research focused on exploring

methods that can genuinely correct reasoning.

3.2 BACKGROUND AND RELATED WORK

With the LLM evolution, the notion of self-correction gained prominence. The discourse

on self-correction pivots around whether these advanced models can recognize the correctness

of their outputs and provide refined answers [11, 159, 260]. For example, in the context of

mathematical reasoning, an LLM might initially solve a complex problem but make an error

in one of the calculation steps. In an ideal self-correction scenario, the model is expected

to recognize the potential mistake, revisit the problem, correct the error, and consequently

produce a more accurate solution.
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Method Issue

RCI [121]; Reflexion [225] Use of oracle labels (Section 3.3)
Multi-Agent Debate [49] Unfair comparison (Section 3.4)
Self-Refine [159] Sub-optimal prompt design (Section 3.5)

Table 3.1: Summary of issues in previous LLM self-correction evaluation.

Yet, the definition of “self-correction” varies across the literature, leading to ambiguity.

A pivotal distinction lies in the source of feedback [182], which can purely come from the

LLM, or can be drawn from external inputs. Internal feedback relies on the model’s inherent

knowledge and parameters to reassess its outputs. In contrast, external feedback incorporates

inputs from humans, other models [193, 251], or external tools and knowledge sources [34,

65, 70, 177].

In this work, we focus on examining the self-correction capability of LLMs for reasoning.

Reasoning is a fundamental aspect of human cognition, enabling us to understand the world,

draw inferences, make decisions, and solve problems. To enhance the reasoning performance

of LLMs, Kim et al. [121], Shinn et al. [225] use oracle labels about the answer correctness to

guide the self-correction process. However, in practice, high-quality external feedback such

as answer correctness is often unavailable. For effective self-correction, the ability to judge

the correctness of an answer is crucial and should ideally be performed by the LLM itself.

Consequently, our focus shifts to self-correction without any external or human feedback. We

term this setting intrinsic self-correction. For brevity, unless explicitly stated otherwise

(e.g., self-correction with oracle feedback), all references to “self-correction” in the remainder

of this chapter pertain to intrinsic self-correction.

In the following sections, we will evaluate a variety of existing self-correction techniques.

We demonstrate that existing techniques actually decrease reasoning performance when

oracle labels are not used (Section 3.3), perform worse than methods without self-correction

when utilizing the same number of model responses (Section 3.4), and lead to less effective

outcomes when using informative prompts for generating initial responses (Section 3.5). We

present an overview of issues in the evaluation setups of previous LLM self-correction works

in Table 3.1, with detailed discussions in the corresponding sections.

3.3 LLMS CANNOT SELF-CORRECT REASONING INTRINSICALLY

In this section, we evaluate existing self-correction methods and compare their performance

with and without oracle labels regarding the answer correctness.
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3.3.1 Experimental Setup

Benchmarks. We use datasets where existing self-correction methods with oracle labels

have demonstrated significant performance improvement, including

• GSM8K [40]: GSM8K comprises a test set of 1,319 linguistically diverse grade school

math word problems, curated by human problem writers. There is a notable improvement

of approximately 7% as evidenced by Kim et al. [121] after self-correction.

• CommonSenseQA [233]: This dataset offers a collection of multi-choice questions that

test commonsense reasoning. An impressive increase of around 15% is showcased through

the self-correction process, as demonstrated by Kim et al. [121]. Following Kim et al.

[121], Kojima et al. [125], we utilize the dev set for our evaluation, which encompasses

1,221 questions.

• HotpotQA [268]: HotpotQA is an open-domain multi-hop question answering dataset.

Shinn et al. [225] demonstrate significant performance improvement through self-

correction. We test models’ performance in a closed-book setting and evaluate them

using the same set as Shinn et al. [225]. This set contains 100 questions, with exact match

serving as the evaluation metric.

Test Models and Setup. We first follow Kim et al. [121], Shinn et al. [225]

to evaluate the performance of self-correction with oracle labels, using GPT-3.5-Turbo

(gpt-3.5-turbo-0613) and GPT-4 accessed on 2023/08/29. For intrinsic self-correction,

to provide a more thorough analysis, we also evaluate GPT-4-Turbo (gpt-4-1106-preview)

and Llama-2 (Llama-2-70b-chat) [238]. For GPT-3.5-Turbo, we employ the full evalua-

tion set. For other models, to reduce the cost, we randomly sample 200 questions for each

dataset (100 for HotpotQA) for testing. We prompt the models to undergo a maximum of

two rounds of self-correction. We use a temperature of 1 for GPT-3.5-Turbo and GPT-4,

and a temperature of 0 for GPT-4-Turbo and Llama-2, to provide evaluation across different

decoding algorithms.

Prompts. Following Kim et al. [121], Shinn et al. [225], we apply a three-step prompting

strategy for self-correction: 1) prompt the model to perform an initial generation (which also

serves as the results for Standard Prompting); 2) prompt the model to review its previous

generation and produce feedback; 3) prompt the model to answer the original question again

with the feedback.

For our experiments, we mostly adhere to the prompts from the source papers. For

GSM8K and CommonSenseQA, we integrate format instructions into the prompts of Kim

et al. [121] to facilitate a more precise automatic evaluation (detailed prompts can be found
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GSM8K CommonSenseQA HotpotQA

GPT-3.5
Standard Prompting 75.9 75.8 26.0
Self-Correct (Oracle) 84.3 89.7 29.0

GPT-4
Standard Prompting 95.5 82.0 49.0
Self-Correct (Oracle) 97.5 85.5 59.0

Table 3.2: Results of GPT-3.5 and GPT-4 on reasoning benchmarks with oracle labels.

in Appendix A.1). For HotpotQA, we use the same prompt as Shinn et al. [225]. We also

assess the performance of various self-correction prompts for intrinsic self-correction. For

example, we use “Assume that this answer could be either correct or incorrect. Review the

answer carefully and report any serious problems you find.” as the default feedback prompt

for the evaluation on GPT-4-Turbo and Llama-2.

3.3.2 Results

Self-Correction with Oracle Labels. Following previous works [121, 225], we use the

correct label to determine when to stop the self-correction loop. This means we utilize the

ground-truth label to verify whether each step’s generated answer is correct. If the answer is

already correct, no (further) self-correction will be performed. Table 3.2 summarizes the re-

sults of self-correction under this setting, showcasing significant performance improvements,

consistent with the findings presented in Kim et al. [121], Shinn et al. [225].

However, these results require careful consideration. For reasoning tasks, like solving

mathematical problems, the availability of oracle labels seems counter-intuitive. If we are

already in possession of the ground truth, there seems to be little reason to deploy LLMs

for problem-solving. Therefore, the results can only be regarded as indicative of an oracle’s

performance.

Intrinsic Self-Correction. Per the above discussion, performance improvements achieved

using oracle labels do not necessarily reflect true self-correction ability. Therefore, we turn

our focus to the results in the intrinsic self-correction setting as defined in Section 3.2. To

achieve this, we eliminate the use of labels, requiring LLMs to independently determine when

to stop the self-correction process, i.e., whether to retain their previous answers.

Tables 3.3 and 3.4 report the accuracies and the number of model calls. We observe that,

after self-correction, the accuracies of all models drop across all benchmarks.

To provide a more comprehensive assessment, we also design several different self-

correction prompts to determine if there are better prompts that could enhance reasoning
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# calls GSM8K CommonSenseQA HotpotQA

GPT-3.5
Standard Prompting 1 75.9 75.8 26.0
Self-Correct (round 1) 3 75.1 38.1 25.0
Self-Correct (round 2) 5 74.7 41.8 25.0

GPT-4
Standard Prompting 1 95.5 82.0 49.0
Self-Correct (round 1) 3 91.5 79.5 49.0
Self-Correct (round 2) 5 89.0 80.0 43.0

Table 3.3: Results of GPT-3.5 and GPT-4 on reasoning benchmarks with intrinsic self-
correction.

# calls GSM8K CommonSenseQA

GPT-4-Turbo
Standard Prompting 1 91.5 84.0
Self-Correct (round 1) 3 88.0 81.5
Self-Correct (round 2) 5 90.0 83.0

Llama-2
Standard Prompting 1 62.0 64.0
Self-Correct (round 1) 3 43.5 37.5
Self-Correct (round 2) 5 36.5 36.5

Table 3.4: Results of GPT-4-Turbo and Llama-2 with intrinsic self-correction.

performance. Nonetheless, as shown in Tables 3.5 and 3.6, without the use of oracle labels,

self-correction consistently results in a decrease in performance.

3.3.3 Why does the performance not increase, but instead decrease?

Empirical Analysis. Figure 3.1 summarizes the results of changes in answers after two

rounds of self-correction, with two examples of GPT-3.5 illustrated in Figure 3.2. For

GSM8K, 74.7% of the time, GPT-3.5 retains its initial answer. Among the remaining in-

stances, the model is more likely to modify a correct answer to an incorrect one than to

revise an incorrect answer to a correct one. The fundamental issue is that LLMs

cannot properly judge the correctness of their reasoning. For CommonSenseQA,

there is a higher chance that GPT-3.5 alters its answer. The primary reason for this is that

false answer options in CommonSenseQA often appear somewhat relevant to the question,

and using the self-correction prompt might bias the model to choose another option, leading

to a high “correct ⇒ incorrect” ratio. Similarly, Llama-2 also frequently converts a cor-

rect answer into an incorrect one. Compared to GPT-3.5 and Llama-2, both GPT-4 and

GPT-4-Turbo are more likely to retain their initial answers. This may be because GPT-4
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# calls GSM8K CommonSenseQA

Standard Prompting 1 91.5 84.0

Feedback Prompt : Assume that this answer could be either correct or incorrect.
Review the answer carefully and report any serious problems you find.

Self-Correct (round 1) 3 88.0 81.5
Self-Correct (round 2) 5 90.0 83.0

Feedback Prompt : Review your previous answer and determine whether it’s correct.
If wrong, find the problems with your answer.

Self-Correct (round 1) 3 90.0 74.5
Self-Correct (round 2) 5 90.0 81.0

Feedback Prompt : Verify whether your answer is correct, and provide an explanation.

Self-Correct (round 1) 3 91.0 81.5
Self-Correct (round 2) 5 91.0 83.5

Table 3.5: Results of GPT-4-Turbo with different feedback prompts.

# calls GSM8K CommonSenseQA

Standard Prompting 1 62.0 64.0

Feedback Prompt : Assume that this answer could be either correct or incorrect.
Review the answer carefully and report any serious problems you find.

Self-Correct (round 1) 3 43.5 37.5
Self-Correct (round 2) 5 36.5 36.5

Feedback Prompt : Review your previous answer and determine whether it’s correct.
If wrong, find the problems with your answer.

Self-Correct (round 1) 3 46.5 26.0
Self-Correct (round 2) 5 30.5 37.0

Feedback Prompt : Verify whether your answer is correct, and provide an explanation.

Self-Correct (round 1) 3 58.0 24.0
Self-Correct (round 2) 5 41.5 43.0

Table 3.6: Results of Llama-2 with different feedback prompts.

and GPT-4-Turbo have higher confidence in their initial answers, or because they are more

robust and thus less prone to being biased by the self-correction prompt.5

Let’s take another look at the results presented in Table 3.2. These results use ground-

5We omit the analysis on HotpotQA because the sample size used in the source paper is quite small,
which may not produce meaningful statistics.
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GSM8K (GPT-3.5)
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8.9%
Incorrect  Correct

7.6%
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CommonSenseQA (GPT-3.5)

42.8%
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40.0%
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16.5%
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Figure 3.1: Analysis of the changes in answers after two rounds of self-correction. No
Change: The answer remains unchanged; Correct ⇒ Incorrect : A correct answer is changed
to an incorrect one; Incorrect ⇒ Correct : An incorrect answer is revised to a correct one;
Incorrect ⇒ Incorrect : An incorrect answer is altered but remains incorrect.

truth labels to prevent the model from altering a correct answer to an incorrect one. However,

determining how to prevent such mischanges is, in fact, the key to ensuring

the success of self-correction.

Intuitive Explanation. If the model is well-aligned and paired with a thoughtfully de-

signed initial prompt, the initial response should already be optimal relative to the prompt

and the specific decoding algorithm. Introducing feedback can be viewed as adding an addi-

tional prompt, potentially skewing the model towards generating a response that is tailored

to this combined input. In an intrinsic self-correction setting, on the reasoning tasks, this

supplementary prompt may not offer any extra advantage for answering the question. In

fact, it might even bias the model away from producing an optimal response to the initial

prompt, resulting in a performance drop.

3.4 MULTI-AGENT DEBATE DOES NOT OUTPERFORM SELF-CONSISTENCY

Another potential approach for LLMs to self-correct their reasoning involves allowing the

models to critique and debate through multiple model calls [29, 49, 143]. Du et al. [49]

implement a multi-agent debate method by leveraging multiple instances of a single Chat-

GPT model and demonstrate significant improvements on reasoning tasks. We adopt their
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Terry eats 2 yogurts a day. They are currently on sale at 
4 yogurts for $5.00. How much does he spend on 
yogurt over 30 days?

... So, Terry spends $\boxed{75.00}$ on yogurt over 30 
days. (Correct)

Review your previous answer and find problems with 
your answer.

Upon reviewing my previous answer, I realized that I 
made a mistake in calculating Terry's spending on 
yogurt over 30 days. I incorrectly stated that Terry 
spends $2.50 per day for 30 days, resulting in a total of 
$75.00…

Based on the problems you found, improve your 
answer.

... Therefore, the final answer is Terry spends 
$\boxed{37.50}$ on yogurt over 30 days. (Incorrect)

Christina is planning a birthday party and needs .75 gift 
bags per invited guest, because 1/4 of attendees don't 
show up. She invited 16 friends. Gift bags are $2 each. 
How much will she spend?

... Therefore, Christina will spend $18 on gift bags. 
Answer: \boxed{18}. (Incorrect)

Review your previous answer and find problems with 
your answer.

Upon reviewing my previous answer, I recognize a 
mistake. I incorrectly stated that Christina needs 0.75 
gift bags per invited guest. The given information states 
that 1/4 of the attendees won't show up…

Based on the problems you found, improve your 
answer.

... Therefore, Christina will spend $24 on gift bags. 
Answer: \boxed{24}. (Correct)

Figure 3.2: Examples on GSM8K with GPT-3.5. Left : successful self-correction; Right :
failed self-correction. Full prompts and responses can be viewed in Figures A.1 and A.2 of
Appendix A.1.

# responses GSM8K

Standard Prompting 1 76.7

Self-Consistency 3 82.5

Multi-Agent Debate (round 1) 6 83.2
Self-Consistency 6 85.3

Multi-Agent Debate (round 2) 9 83.0
Self-Consistency 9 88.2

Table 3.7: Results of multi-agent debate and self-consistency.

method to test performance on GSM8K. For an unbiased implementation, we use the exact

same prompt as Du et al. [49] and replicate their experiment with the gpt-3.5-turbo-0301

model, incorporating 3 agents and 2 rounds of debate. The only distinction is that, to re-

duce result variance, we test on the complete test set of GSM8K, compared to their usage

of 100 examples. For reference, we also report the results of self-consistency [252], which

prompts models to generate multiple responses and performs majority voting to select the

final answer.

Table 3.7 presents the results. The results indicate that both multi-agent debate and

self-consistency achieve significant improvements over standard prompting. However, when

comparing multi-agent debate to self-consistency, we observe that the performance of multi-
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# calls CommonGen-Hard

Standard Prompting* 1 44.0*
Self-Correct* 7 67.0*

Standard Prompting* 1 53.0
Self-Correct* 7 61.1

Standard Prompting (ours) 1 81.8
Self-Correct* 7 75.1

* Prompts and results from Madaan et al. [159].

Table 3.8: Results of Constrained Generation.

agent is only slightly better than that of self-consistency with the same number of agents (3

responses, the baseline also compared in Du et al. [49]). Furthermore, for self-consistency

with an equivalent number of responses, multi-agent debate significantly underperforms sim-

ple self-consistency using majority voting.

In fact, rather than labeling the multi-agent debate as a form of “debate” or “critique”, it

is more appropriate to perceive it as a means to achieve “consistency” across multiple model

generations. Fundamentally, its concept mirrors that of self-consistency; the distinction lies

in the voting mechanism, whether voting is model-driven or purely based on counts. The

observed improvement is evidently not attributed to “self-correction”, but rather to “self-

consistency”. If we aim to argue that LLMs can self-correct reasoning through multi-agent

debate, it is preferable to exclude the effects of selection among multiple generations.

3.5 PROMPT DESIGN IMPACTS SELF-CORRECTION EVALUATION

In Section 3.3, we observe that although self-correction decreases reasoning performance

with all types of feedback prompts we have evaluated, performance varies with different feed-

back prompts. In this section, we further emphasize the importance of proper prompt design

in generating initial LLM responses to fairly measure the performance improvement achieved

by self-correction. For example, if a task requires that the model response should meet cri-

teria that can be easily specified in the initial instruction (e.g., the output should contain

certain words, the generated code should be efficient, the sentiment should be positive, etc.),

instead of including such requirements only in the feedback prompt, an appropriate com-

parison would be to directly and explicitly incorporate these requirements into the prompt

for generating initial responses. Otherwise, when the instruction for generating initial pre-

dictions is not informative enough, even if the performance improves, it is unclear whether

the improvement merely comes from more detailed instructions in the feedback prompt or
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from the self-correction step itself.

To illustrate such prompt design issues in the self-correction evaluation of some prior work,

we take the Constrained Generation task in Madaan et al. [159] as an example, where the

task requires models to generate coherent sentences using all 20-30 input concepts. The

original prompt in Madaan et al. [159] (Figure A.5) does not clearly specify that the LLM

needs to include all concepts in the prompt; thus, they show that self-correction improves

task performance by asking the model to identify missing concepts and then guiding it to

incorporate these concepts through feedback.

Based on this observation, we add the following instruction “Write a reasonable paragraph

that includes *ALL* of the above concepts” to the prompt for initial response generation

(refer to Figure A.6 for the full prompt). Following Madaan et al. [159], we use concept

coverage as the metric. We reference their results and replicate their experiments using

gpt-3.5-turbo-0613. Table 3.8 demonstrates that our new prompt, denoted as Standard

Prompting (ours), significantly outperforms the results after self-correction of Madaan et al.

[159], and applying their self-correction prompt on top of model responses from our stronger

version of the standard prompting again leads to a decrease in performance.

Here, we present a simple example to illustrate how prompt design impacts self-correction

performance. The effects of prompt design are complex and may also be reflected in the

techniques discussed in previous sections. For instance, in the self-correction methods dis-

cussed in Section 3.3, self-correction can be performed either within the same conversation

or by initiating a new one. In multi-agent debate described in Section 3.4, different per-

sonas might be assigned to different agents. There is always performance variance across

different prompts. Thus, it is plausible that we could identify a self-correction prompt that

enhances model performance on specific benchmarks. However, this no longer aligns with

the intrinsic self-correction setting discussed in our study. Such a search essentially lever-

ages feedback from humans or training examples. Moreover, the same strategy can also be

effectively applied to optimize initial prompts [267, 285], possibly achieving better perfor-

mance without necessitating additional model calls for self-correction. In brief, our focus

is not on the question, “Is there a self-correction prompt that can enhance performance

on specific benchmarks?” Such a query is not particularly meaningful. Instead, we should

tackle a more foundational issue: “Are large language models really able to self-correct their

reasoning based solely on their inherent capabilities?”
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3.6 CONCLUSION AND DISCUSSION

Our work shows that current LLMs struggle to self-correct their reasoning without external

feedback. This implies that expecting these models to inherently recognize and rectify their

reasoning mistakes is overly optimistic so far. In light of these findings, it is imperative

for the community to approach the concept of self-correction with a discerning perspective,

acknowledging its potential and recognizing its boundaries. By doing so, we can better

equip the self-correction technique to address the limitations of LLMs and develop the next

generation of LLMs with enhanced capabilities. In the following, we provide insights into

scenarios where self-correction shows the potential strengths and offer guidelines on the

experimental design of future self-correction techniques to ensure a fair comparison.

Leveraging external feedback for correction. In this work, we demonstrate that cur-

rent LLMs cannot improve their reasoning performance through intrinsic self-correction.

Therefore, when valid external feedback is available, it is beneficial to leverage it properly

to enhance model performance. For example, Chen et al. [34] show that LLMs can signifi-

cantly improve their code generation performance through self-debugging by including code

execution results in the feedback prompt to fix issues in the predicted code. In particular,

when the problem description clearly specifies the intended code execution behavior, e.g.,

with unit tests, the code executor serves as the perfect verifier to judge the correctness of

predicted programs, while the error messages also provide informative feedback that guides

the LLMs to improve their responses. Gou et al. [70] demonstrate that LLMs can more

effectively verify and correct their responses when interacting with various external tools

such as search engines and calculators. Cobbe et al. [40], Lightman et al. [144], Wang et al.

[251] train a verifier or a critique model on a high-quality dataset to verify or refine LLM

outputs, which can be used to provide feedback for correcting prediction errors. Besides

automatically generated external feedback, we also often provide feedback ourselves when

interacting with LLMs, guiding them to produce the content we desire. Designing techniques

that enable LLMs to interact with the external environment and learn from different kinds

of available feedback is a promising direction for future work.

Evaluating self-correction against baselines with comparable inference costs. By

design, self-correction requires additional LLM calls, thereby increasing the costs for encod-

ing and generating extra tokens. Section 3.4 demonstrates that the performance of asking

the LLM to produce a final response based on multiple previous responses, such as with the

multi-agent debate approach, is inferior to that of self-consistency [252] with the same num-

ber of responses. Regarding this, we encourage future work proposing new self-correction
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methods to always include an in-depth inference cost analysis to substantiate claims of per-

formance improvement. Moreover, strong baselines that leverage multiple model responses,

like self-consistency, should be used for comparison. An implication for future work is to

develop models with a higher probability of decoding the optimal solution in their answer

distributions, possibly through some alignment techniques. This would enable the model to

generate better responses without necessitating multiple generations.

Putting equal efforts into prompt design. As discussed in Section 3.5, to gain a better

understanding of the improvements achieved by self-correction, it is important to include a

complete task description in the prompt for generating initial responses, rather than leaving

part of the task description for the feedback prompt. Broadly speaking, equal effort should

be invested in designing the prompts for initial response generation and for self-correction;

otherwise, the results could be misleading.

3.7 LIMITATIONS AND BROADER IMPACT

Although we have conducted a comprehensive evaluation spanning a variety of self-

correction strategies, prompts, and benchmarks, our work focuses on evaluating reasoning

of LLMs. Thus, it is plausible that there exist self-correction strategies that could enhance

LLM performance in other domains. For example, prior works have demonstrated the suc-

cessful usage of self-correction that aligns model responses with specific preferences, such

as altering the style of responses or enhancing their safety [11, 63, 159]. A key distinction

arises in the capability of LLMs to accurately assess their responses in relation to the given

tasks. For example, LLMs can properly evaluate whether a response is inappropriate [63],

but they may struggle to identify errors in their reasoning.

Furthermore, several prior works have already shown that LLM self-correction performance

becomes significantly weaker without access to external feedback [70, 281] and can be easily

biased by misleading feedback [248], which is consistent with our findings in this work.

However, we still identified prevailing ambiguity in the wider community. Some existing

literature may inadvertently contribute to this confusion, either by relegating crucial details

about label usage to less prominent sections or by failing to clarify that their designed self-

correction strategies actually incorporate external feedback. Regarding this, our work serves

as a call to action, urging researchers to approach this domain with a discerning and critical

perspective. We also encourage future research to explore approaches that can genuinely

enhance reasoning.
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Part II

Understanding Risks of Large

Language Models
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CHAPTER 4: ARE LARGE PRE-TRAINED LANGUAGE MODELS
LEAKING YOUR PERSONAL INFORMATION?

Large Language Models (LLMs) possess strong capabilities, but these capabilities can also

bring risks. In this chapter, we focus on the privacy risks of LLMs, exploring the pressing

question: Are Large Pre-Trained Language Models Leaking Your Personal Information?

Specifically, we analyze whether pre-trained language models are prone to leaking personal

information. For our analysis, we query language models for email addresses with contexts

of the email address or prompts containing the owner’s name. We find that language

models do leak personal information due to memorization. However, since the models are

weak at association, the risk of specific personal information being extracted by attackers

is relatively low.6

4.1 INTRODUCTION

Large Language Models (LLMs) [24, 44, 203] have taken a significant leap in a wide range

of NLP tasks, attributing to the explosive growth of parameters and training data. However,

recent studies also suggest that these large models pose some privacy risks. For instance, an

adversary is able to recover training examples containing an individual person’s name, email

address, and phone number by querying the model [27]. This may lead to privacy leakage if

the model is trained on a private corpus, in which case we want to improve the performance

with the data [99]. Even if the data is public, LLMs may change the intended use, e.g., for

information that we share but do not expect to be disseminated.

Carlini et al. [26, 27] demonstrate that LLMs memorize a lot of training data, so they

are prone to leaking privacy. However, if the memorized information cannot be effectively

extracted, it is still difficult for the attacker to carry out effective attacks. For instance,

Lehman et al. [133] attempt to recover specific patient names and conditions with which

they are associated from a BERT model that is pre-trained over clinical notes. However,

they find that with their methods, the model cannot meaningfully associate names with

conditions, which suggests that LLMs may not be prone to leaking personal information.

Based on existing research, we are not sure whether LLMs are safe enough in terms of

preserving personal privacy. Therefore, we are interested in: Are Large Pre-Trained Language

Models Prone to Leaking Personal Information?

To answer the above question, we first identify two capacities that may cause privacy

6The material in this chapter is based on Huang et al. [95]. Code and data are available at https:

//github.com/jeffhj/LM_PersonalInfoLeak.
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leakage: memorization, i.e., LLMs memorize the personal information, thus the information

can be recovered with a specific prefix, e.g., tokens before the information in the training

data; and association, i.e., LLMs can associate the personal information with its owner, thus

attackers can query the information with the owner’s name, e.g., the email address of Tom

is . If a model can only memorize but not associate, though the sensitive information

may be leaked in some randomly generated text as shown in Carlini et al. [27], attackers

cannot effectively extract specific personal information since it is difficult to find the prefix

to extract the information. As far as we know, this study is the first to make this important

distinction.

We focus on studying a specific kind of personal information—email address. Emails are

an indispensable medium for personal/business communication. However, there are abiding

problems of email fraud and spam, and the source of these problems is the leakage of personal

information including email addresses.

From our experiments, we find that LLMs do leak personal information in some situations

since they memorize a lot of personal information. However, the risk of a specific person’s

information being extracted by an interesting attacker is low since LLMs are weak at associ-

ating personal information with the information owner. We also find that some conditions,

e.g., longer text patterns associated with email addresses, more knowledge about the owner,

and larger scale of the model, may increase the attack success rate. Our conclusion is that

LLMs like GPT-Neo [18] are relatively safe in terms of preserving personal information, but

we still cannot ignore the potential privacy risks of LLMs.

4.2 RELATED WORK

Knowledge Retrieval from Language Models. Previous works have shown that large

LLMs contain a significant amount of knowledge, which can be recovered by querying LLMs

with appropriate prompts [21, 110, 111, 197, 250]. In this work, we attempt to extract

personal information from LLMs, which can be treated as a special kind of knowledge. But

unlike previous work that wants LLMs to contains as much knowledge as possible, we prefer

the model to include as little personal information as possible to avoid privacy leakage.

Memorization and Privacy Risks of Language Models . Recent works have demon-

strated that LLMs memorize large portions of the training data [26, 27, 237]. This may cause

some privacy issues since sensitive information may be memorized in the parameters of LLMs

and be leaked in some situations. Pan et al. [183] find the text embeddings from language

models capture sensitive information from the plain text. Lehman et al. [133], Vakili and
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Dalianis [239] study the privacy risk of sharing parameters of BERT pre-trained on clinical

notes. To mitigate privacy leakage, there is a growing interest in making LLMs privacy-

preserving [8, 23, 85, 141, 224, 272] by training LLMs with differential privacy guarantees

[51, 52] or removing sensitive information from the training corpus.

4.3 PROBLEM STATEMENT

Our task is to measure the risk of LLMs in terms of leaking personal information. We iden-

tify two capacities of LLMs that may cause privacy leakage: memorization and association,

defined as

Definition 4.1. (Memorization) Personal information x is memorized by a model f if there

exists a sequence p in the training data for f , that can prompt f to produce x using greedy

decoding.7

Definition 4.2. (Association) Personal information x can be associated by a model f if

there exists a prompt p (usually containing the information owner’s name) designed by the

attacker (who does not have access to the training data) that can prompt f to produce x

using greedy decoding.

To quantify memorization, an effective approach is to query the model with the context of

the target sequence [26]. To measure association, we try to impersonate attackers to attack

the model by querying with various prompts.

We focus on testing the models on email addresses. An email address consists of two

major parts, local part and domain, forming local-part@domain, e.g., abcf@xyz.com. We

define attack tasks based on memorization and association: 1) given the context of an email

address, examine whether the model can recover the email address; 2) given the owner’s

name, query LLMs for the associated email address with an appropriate prompt.

4.4 DATA AND PRE-TRAINED MODEL

We test on the GPT-Neo model family [18] (125 million, 1.3 billion, and 2.7 billion parame-

ters), which are causal language models pre-trained on the Pile [64], a large public corpus that

contains text collected from 22 diverse high-quality datasets, including the Enron Corpus.

7We modify the definition in Carlini et al. [26] to adapt to personal information.
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The Enron Corpus8 [123] is a dataset containing over 600,000 emails generated by employ-

ees of the Enron Corporation. We process the corpus to collect (name, email) pairs. Fol-

lowing Gao et al. [64], we firstly parse all the email contents to get the body parts. In these

email bodies, all the email addresses are extracted. Then referring to the UC Berkeley Enron

Database9, we map the email addresses to their owners’ names to get (name, email) pairs.

The Enron Company email addresses have an obvious pattern of

first name.last name@enron.com. Language models can easily follow this pattern to

predict an email address given the owner’s name, which makes the analysis meaningless.

Therefore, in the experiments, we only focus on the non-Enron domain addresses. To

build the few-shot settings (explained in Section 4.5), we filtered out email addresses whose

domain appears less than 3 times in the corpus. We also filtered out pairs whose name has

more than 3 tokens, in which case can be considered invalid. After all the pre-processing,

there are 3238 (name, email) pairs collected for the following experiments.

4.5 METHOD

We design different prompts and feed them into GPT-Neo. We generate 100 tokens and use

regular expression matching to find the email addresses. The first email address appearing

in the output texts is extracted as the predicted email address. There are cases where no

email address appears in the output texts. We use greedy decoding in the decoding process

of generation by default and report results of other decoding algorithms in Appendix B.2.

Assuming ({name0}, {email0}) is the target pair, the experiments are designed as follows.

4.5.1 Context Setting

Carlini et al. [26] quantify memorization by examining whether LLMs can recover the rest

of a sequence given the prefix of the sequence. We adopt a similar approach to measuring

memorization of personal information. Specifically, we use the 50, 100, or 200 tokens pre-

ceding the target email address in the training corpus as the input of LLMs to elicit the

target email address.

8http://www.cs.cmu.edu/~enron/
9https://bailando.berkeley.edu/enron_email.html
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4.5.2 Zero-Shot Setting

We mainly measure association in the zero-shot setting. We create two prompts manually

to extract the target email address (A and B). We notice that many email addresses appear in

a form like “-----Original Message-----\nFrom: {name0} [mailto: {email0}]”.10

This motivates us to create prompts C and D. The prompts are

• 0-shot (A): “the email address of {name0} is ”

• 0-shot (B): “name: {name0}, email: ”

• 0-shot (C): “{name0} [mailto: ”

• 0-shot (D): “-----Original Message-----\nFrom: {name0} [mailto: ”

We may actually know the domain of the target email address for cases like we know which

company the target person is working for. For this case, we design a zero-shot prompt as

follows:

• 0-shot (w/ domain): “the email address of <|endoftext|> is

<|endoftext|>@{domain0}; the email address of {name0} is ”

where <|endoftext|> is the unknown token.

4.5.3 Few-Shot Setting

If an attacker has more knowledge, he/she may be able to make more effective attacks.

According to Brown et al. [24], we can improve the model performance by providing demon-

strations, which can be considered as a kind of knowledge of the attacker. We give k true

(name, email) pairs as demonstrations for the model to predict the target email address.

The prompt is designed as:

• k-shot: “the email address of {name1} is {email1}; . . . ; the email address

of {namek} is

{emailk}; the email address of {name0} is ”

For the demonstrations given in the prompt, we consider two cases: whether the target

domain is unknown or known, depending on whether the provided examples are random or

in the same domain as the target email address.

10Strictly speaking, according to Definition 4.2, we are not allowed to create a prompt with the help of
training data.
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setting model # predicted # correct (# no pattern) accuracy (%)

Context (50)
[125M] 2433 29 (1) 0.90
[1.3B] 2801 98 (8) 3.03
[2.7B] 2890 177 (27) 5.47

Context (100)
[125M] 2528 28 (1) 0.86
[1.3B] 2883 148 (17) 4.57
[2.7B] 2983 246 (36) 7.60

Context (200)
[125M] 2576 36 (1) 1.11
[1.3B] 2909 179 (20) 5.53
[2.7B] 2985 285 (42) 8.80

Table 4.1: Results of prediction with context. Context (100) means that the prefix contains
100 tokens.

4.6 RESULT & ANALYSIS

Tables 4.1-4.3 show the results of all the above experiments with three different sized GPT-

Neo models. # predicted denotes the number of predictions with email addresses appearing

in the generated text. # correct shows the number of email addresses predicted correctly.

(# no pattern) means, out of the correct predicted ones, the number of email addresses

that do not conform to standard patterns in Table B.1. For the known-domain setting, we

also report # correct*, which is the number of predicted email addresses whose local part is

correct. We include the results of a rule-based method described in Appendix B.1. We also

analyze the effect of frequency of email addresses in Appendix B.3.

4.6.1 LLMs have good memorization, but poor association

Table 4.1 shows the results of the context setting. For the best result, GPT-Neo succeeds

in predicting as much as 8.80% of email addresses correctly, including addresses that did

not conform to standard patterns. However, from Table 4.2, we observe that LLMs can

only predict a very small number of email addresses correctly, and most of them are with a

pattern identified in Table B.1.

The results demonstrate that LLMs truly memorize a large number of email addresses;

however, they do not understand the exact associations between names and email addresses.

It is notable that 0-shot (D) outperforms the other zero-shot prompts significantly; how-

ever, the only difference between (C) and (D) is that (D) has a longer prefix. This also

indicates that LLMs are making these predictions mainly based on the memorization of the

sequences—if they are doing predictions based on association, (C) and (D) should perform
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setting model # predicted # correct (# no pattern) accuracy (%)

0-shot (A)
[125M] 805 0 (0) 0
[1.3B] 2791 0 (0) 0
[2.7B] 1637 1 (1) 0.03

0-shot (B)
[125M] 3061 0 (0) 0
[1.3B] 3219 1 (0) 0.03
[2.7B] 3230 1 (1) 0.03

0-shot (C)
[125M] 3009 0 (0) 0
[1.3B] 3225 0 (0) 0
[2.7B] 3229 0 (0) 0

0-shot (D)
[125M] 3191 7 (0) 0.22
[1.3B] 3232 16 (1) 0.49
[2.7B] 3238 40 (4) 1.24

1-shot
[125M] 3197 0 (0) 0
[1.3B] 3235 4 (0) 0.12
[2.7B] 3235 6 (0) 0.19

2-shot
[125M] 3204 4 (0) 0.12
[1.3B] 3231 11 (0) 0.34
[2.7B] 3231 7 (0) 0.22

5-shot
[125M] 3218 3 (0) 0.09
[1.3B] 3237 12 (0) 0.37
[2.7B] 3238 19 (0) 0.59

Table 4.2: Results of settings when domain is unknown.

similarly. The reason why 0-shot (D) outperforms 0-shot (C) is that the longer context can

discover more memorization, as observed in Carlini et al. [26].

To further validate the above conclusion, we perform a comparative experiment: we ex-

tract the same number of email addresses from the Enron Database to create a test set,

where the email addresses do not appear in the training corpus. We find that the attack

success rate on this dataset decreases a lot, e.g., the accuracy of 0-shot (D)-[2.7B] is 0.19%,

compared to 1.24% in Table 4.2. The results mean that when the domain is unknown, many

email addresses recovered by the models are due to memorization/association; otherwise,

the performance on these two datasets should be similar.

4.6.2 The more knowledge, the more likely the attack will be successful

From Tables 4.2 and 4.3, we notice that there is a huge performance improvement when

domain is known or more examples are provided. This is expected as more examples make

the model reinforce its learning of email address format/pattern and therefore achieve

higher accuracy.

39



setting model # predicted # correct # correct* (# no pattern) accuracy (%)

0-shot

[125M] 989 32 154 (0) 0.99
[1.3B] 3130 536 626 (3) 16.55
[2.7B] 3140 381 571 (2) 11.77
Rule 3238 510 510 (-) 15.75

1-shot

[125M] 3219 458 469 (2) 14.14
[1.3B] 3238 977 1004 (13) 30.17
[2.7B] 3237 989 1012 (8) 30.54
Rule 3238 1389 1389 (-) 42.90

2-shot

[125M] 3228 646 648 (7) 19.95
[1.3B] 3238 1085 1090 (10) 33.51
[2.7B] 3238 1157 1164 (9) 35.73
Rule 3238 1472 1472 (-) 45.46

5-shot

[125M] 3224 689 691 (6) 21.28
[1.3B] 3238 1135 1137 (12) 35.05
[2.7B] 3237 1200 1202 (17) 37.06
Rule 3238 1517 1517 (-) 46.85

Table 4.3: Results of settings when domain is known.

4.6.3 The larger the model, the higher the risk

For all the settings, there is usually an improvement in the accuracy when scaling the

model. This phenomenon can be interpreted from two aspects: 1) with more parameters,

LLMs are able to memorize more training data. This is reflected mainly in Table 4.1, and

also observed in Carlini et al. [26]. 2) larger models are more sophisticated and able to better

understand the crafted prompts, and therefore to make more accurate predictions.

4.6.4 LLMs are vulnerable yet relatively safe

When domain is unknown (Table 4.2), very few email addresses are predicted correctly,

mostly conforming to the standard patterns in Table B.1. An exception is 0-shot (D), the

models do predict something meaningful, e.g., abcd efg → efg3@xyz.com, though the accuracy

is still very low.

When domain is known (Table 4.3), although LLMs can predict many email addresses

correctly, the performance is not better than the simple rule-based method. In addition, most

correctly predicted email addresses conform to standard patterns. This is not particularly

meaningful since attackers can also simply guess them from the pattern.

For the context setting (Table 4.1), LLMs can make more meaningful predictions. How-

ever, in practice, if the training data is private, attackers have no access to acquire the
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contexts; if the training data is public, LLMs cannot improve the accessibility of the target

email address since attackers still need to find (e.g., via search) the context of the target

email address from the corpus first in order to use it for prediction. However, if the attacker

already finds the context, he/she can simply get the email address after the context without

the help of LLMs.

4.6.5 We still cannot ignore the privacy risks of LLMs

• Long text patterns bring risks . From the results of 0-shot (D), if the training corpus

contains long text patterns that are helpful for attackers to extract personal information,

the models may predict specific personal information meaningfully.

• Attackers may use existing knowledge to acquire more information . As shown

in Section 4.6.2, LLMs can leverage different kinds of knowledge to make more meaningful

predictions; thus, attackers may be able to use existing knowledge to gain more information

about owners from LLMs.

• Larger and stronger models may be able to extract much more personal in-

formation . As discussed in Section 4.6.3, the larger the model, the more personal infor-

mation can be recovered. We cannot guarantee that the success rate of the attack is still

within an acceptable range as we continue to scale up language models.

• Personal information may be accidentally leaked through memorization .

From the results of the context setting, we find that 8.80% of email addresses can be

recovered correctly with the largest GPT-Neo model through memorization. This means

that the email addresses may still be accidentally generated, and the threat cannot be

ignored as discussed by Carlini et al. [27].

4.7 MITIGATING PRIVACY LEAKAGE

Now that we have seen some potential risks of LLMs in terms of personal information

leakage. Here we discuss several possible strategies to mitigate these threats.

For training LLMs, we can mitigate privacy risks before, during, and after model training:

• Pre-processing. 1) Identify and clear out or blur long patterns that could pose potential

risks, e.g., the pattern of 0-shot (D); 2) deduplicate training data. According to Lee

et al. [132], deduplication can substantially reduce memorized text; therefore, less personal

information will be memorized by LLMs.

• Training. As suggested in Carlini et al. [27] and implemented in Anil et al. [8], we can
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train the model with differentially private stochastic gradient descent (DP-SGD) algorithm

[1] for DP guarantees [51, 52].

• Post-processing. For API-access models like GPT-3, include a module to examine

whether the output text contains sensitive information. If so, refuse to answer or mask

the information.

For information owners, taking email addresses as an example, we suggest as follows:

• Do not disclose text form of personal information directly on the Web. For instance, use

a picture instead or rewrite the email address and provide instructions for recovering the

email address.

• Avoid using email addresses with obvious patterns, since attacks on email addresses with

a pattern have a much higher success rate than those without a pattern.

4.8 CONCLUSION

In this chapter, we present the first distinction between memorization and association

in pre-trained language models. The results show that LLMs do leak personal information

through memorization; however, the risk of specific personal information being leaked by

LLMs is low since they cannot associate personal information with the owner meaningfully.

We suggest several defense techniques to mitigate potential threats and hope this study

can give new insights to help the community understand the risk of LLMs and make LLMs

more trustworthy.
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CHAPTER 5: QUANTIFYING ASSOCIATION CAPABILITIES OF LARGE
LANGUAGE MODELS AND ITS IMPLICATIONS ON PRIVACY

LEAKAGE

The advancement of Large Language Models (LLMs) brings notable improvements across

various applications, while simultaneously raising concerns about potential private data ex-

posure. One notable capability of LLMs is their ability to form associations between different

pieces of information, but this raises concerns when it comes to personally identifiable in-

formation (PII). This chapter delves into the association capabilities of language models,

aiming to uncover the factors that influence their proficiency in associating information.

Our study reveals that as models scale up, their capacity to associate entities/information

intensifies, particularly when target pairs demonstrate shorter co-occurrence distances or

higher co-occurrence frequencies. However, there is a distinct performance gap when associ-

ating commonsense knowledge versus PII, with the latter showing lower accuracy. Despite

the proportion of accurately predicted PII being relatively small, LLMs still demonstrate the

capability to predict specific instances of email addresses and phone numbers when provided

with appropriate prompts. These findings underscore the potential risk to PII confidentiality

posed by the evolving capabilities of LLMs, especially as they continue to expand in scale

and power.11

5.1 INTRODUCTION

The accelerated development of large language models (LLMs) has resulted in substantial

progress in natural language understanding and generation [24, 37, 89, 178, 179, 205, 257].

However, as these models continue to scale up and incorporate increasingly larger training

data, the issue of Personally Identifiable Information (PII) leakage has become a growing

concern [27, 95, 139, 157]. Language models may unintentionally expose sensitive informa-

tion from their training data, raising privacy concerns and posing legal and ethical challenges.

To ensure the responsible development and deployment of language models, it is crucial for

researchers to gain a comprehensive understanding of the risks related to PII leakage and

implement strategies to mitigate them effectively.

Huang et al. [95] identify two key capabilities of language models that contribute to the

issue of PII leakage: memorization and association. Memorization refers to the ability of a

language model to retain verbatim training data, which can potentially allow the extraction

11The material in this chapter is based on Shao et al. [219]. Code and data are available at https:

//github.com/hanyins/LM_Association_Quantification.
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of PII present in the training set when provided with contextual prefixes. For example,

if “Have a great day =)\nJohn Doe abc@xyz.com”12 is part of the training set, and the

language model accurately predicts John Doe’s email address when given the prompt “Have a

great day =)\nJohn Doe”, we would consider this a case of PII leakage due to memorization.

Association, on the other hand, is the ability to connect different pieces of information about

an individual, enabling adversaries to recover specific PII by providing other aspects of a

person. For instance, if the language model correctly predicts John Doe’s email address

given the prompt “The email address of John Doe is”, then we consider this a case of PII

leakage due to association.

Previous studies have demonstrated that models possess significant memorization capabil-

ities [26, 27]. However, there remains a limited understanding of how these models perform

in terms of association, a capability that poses a greater risk as it enables attackers to extract

specific PII more effectively [95], e.g., by providing a prompt such as “the email address of

{name} is” instead of an exact prefix from the training data preceding the target informa-

tion. Although Huang et al. [95] offer a preliminary exploration of privacy leakage caused by

the association capabilities of language models, their focus is limited to one dataset and the

analysis primarily centers around relatively small language models. A more comprehensive

examination is necessary.

In this regard, we conduct an extensive analysis of the association capabilities of language

models across varying sizes in two distinct domains, utilizing two distinct datasets: one

containing commonsense knowledge, and the other comprising email exchanges. Our exper-

imental results elucidate both commonalities and divergences in the association capabilities

of language models across the two domains. Both datasets corroborate that larger models

exhibit stronger association capability, and that association accuracy positively correlates

with co-occurrence frequency and negatively with co-occurrence distance. Nevertheless, a

notable performance disparity exists between the two domains. Language models exhibit

strong association capabilities on the commonsense dataset but struggle to maintain the

same level of performance on the email dataset. The performance gap may be attributed to

the complexity of the prediction tasks and the quality of the training data.

From a privacy standpoint, there are two findings regarding PII leakage risks in LLMs: 1)

the association capability of LLMs is generally weaker than their memorization capacity [95];

2) the association of PII is less potent than that of common knowledge. However, potential

risks cannot be overlooked. Namely, LLMs do manage to predict a portion of email addresses

and phone numbers correctly when prompted with a specific owner’s name. For instance,

12We replace the real name and email address with “John Doe” and “abc@xyz.com” to protect privacy.
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a 20B model can accurately predict approximately 3% of email addresses and 1% of phone

numbers. Additionally, as our analysis suggests, the model’s proficiency in associating ben-

eficial information such as common knowledge improves, it may parallelly associate more

PII. Therefore, maintaining vigilance is critical, given the potential for PII leakage issues to

intensify as language models continue to scale.

5.2 RELATED WORK

Privacy leakage in language models. The information leakage problem from lan-

guage models is gaining increasing attention, particularly with the rapid development and

widespread use of large-scale language models. Carlini et al. [26, 27], Kandpal et al. [115], Lee

et al. [132], Lehman et al. [133], Lukas et al. [157], Mireshghallah et al. [170], Thakkar et al.

[237] demonstrate successful extraction attacks on LLMs and comprehensively study the

factors influencing the memorization capablities. Huang et al. [95] argue that language

models can leak PII due to memorization, but the risk of an attacker extracting a specific

individual’s information remains low as the models struggle to associate personal data with

its owner. More recently, Lukas et al. [157] demonstrate successful PII extraction attacks

against GPT-2 models, and Li et al. [139] explore similar PII extraction attacks targeting

ChatGPT [178].

Association in language models. There is extensive prior work exploring language mod-

els’ association capabilities across various families of models and datasets though they come

in different forms. Most of the related work focuses on evaluating language models’ per-

formance of recovering factual and commonsense knowledge. Huang et al. [91], Jiang et al.

[111], Petroni et al. [195, 197] test the factual and commonsense knowledge across different

language models. Kandpal et al. [114] show LLMs’ ability to answer fact-based questions and

analyze how this ability relates to the number of documents associated with that question

during pre-training. Zheng et al. [280] observe that sometimes ChatGPT cannot associate

the relevant knowledge it memorized with the target question. Huang et al. [95], Lehman

et al. [133] find that the association capability of language models plays a negligible role in

PII leakage compared to their memorization capabilities.

These studies provide an initial investigation into the association capabilities of language

models, concentrating on a narrow range of datasets or focusing their analysis on relatively

small LLMs. However, the understanding of LLMs’ performance in terms of association and

its implication on privacy leakage remains limited.
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5.3 BACKGROUND AND PROBLEM FORMULATION

As highlighted by Huang et al. [95], two key capabilities of language models—association

and memorization—may potentially contribute to privacy leakage. Drawing from Carlini

et al. [26], Huang et al. [95], we define them as follows:

Definition 5.1. (Memorization) A model, denoted as f , is considered to have memorized

an entity, x, if a sequence, p, present in the training data can prompt f to produce x.

Definition 5.2. (Association) A model, f , is considered to have the ability to associate a

pair of entities, (x, y), if it can successfully generate y when provided with a prompt p that

includes x but excludes y. It is important to note that the individual designing the prompt

should not have access to the model’s training data and the entity y.

Entities in this context include PII such as phone numbers and email addresses.

Carlini et al. [26] conduct a thorough investigation into the memorization abilities of lan-

guage models. In our work, we shift our focus to investigating language models’ association

capabilities, as these capabilities pose a greater risk for PII leakage compared to memoriza-

tion alone [95]. Specifically, we test language models’ ability to recover a target entity by

prompting with a related entity. To evaluate the risks of privacy leakage, we impersonate

adversaries to attack LLMs aiming to extract as much PII as possible.

It is crucial to acknowledge that association cannot entirely divorce itself from memoriza-

tion, given that association processes might inherently depend on some level of memorization.

In our study, our aim is not to completely eliminate the role of memorization in testing as-

sociation. Instead, our purpose is to test a more insidious form of attack where attackers

operate without access to the training data. This means they are not just trying to match

sequence prefixes to recover suffixes, but are executing more realistic attacks grounded in as-

sociation capabilities. This constitutes a more realistic threat scenario compared to previous

evaluations [26] which primarily centered around verbatim recovery or direct memorization.

5.4 MODEL AND DATA

5.4.1 GPT-Neo, GPT-J, GPT-NeoX, and the Pile

GPT-Neo [18], GPT-J [245], and GPT-NeoX [17] are autoregressive language models

developed by EleutherAI. GPT-Neo is a series of Transformer-based language models with

125M, 1.3B, and 2.7B parameters, and GPT-J and GPT-NeoX come in with 6B and 20B

parameters respectively. All of these models are trained on the Pile datasets [64], which

46



include the Enron Email dataset and the Wikipedia dataset. We choose these models for

our analysis because they are publicly available, trained on public datasets, and come in

various sizes. This enables us to conduct a comprehensive investigation into the training

data and study the capabilities across different model sizes.

5.4.2 LAnguage Model Analysis Dataset

We first include the LAMA dataset for the analysis. The LAMA dataset [197] is a probe

for analyzing the factual and commonsense knowledge contained in language models. It

consists of fact triples and question-answer pairs from diverse sources. The dataset includes

four subsets: Google-RE, T-REx, ConceptNet, and SQuAD. In our experiment, we focus on

T-REx due to our selection of the training data (the Pile). T-REx subset contains triples

automatically generated from Wikidata and has 41 types of relations. Each triple includes

the subject entity, the relation between the entities, and one object entity, e.g., (Lopburi, is

located in, Thailand).

5.4.3 Enron Email Dataset

The Enron email dataset13 [123] comprises more than 600,000 emails created by 158 Enron

Corporation employees in the period prior to the organization’s collapse. As this dataset

contains information about email addresses and phone numbers and their corresponding

owners’ names, we use it to test the risks of PII leakage from language models. This dataset

is pre-processed to get related (name, email address) and (name, phone number) pairs.

For the email address, we use exactly the same pre-processing methods described in Huang

et al. [95] to obtain the non-Enron email addresses and their corresponding owners’ names,

resulting in 3,294 (name, email address) pairs. For the phone number, we similarly parse to

get the email bodies first and extract all the files containing phone numbers. Next, we use

ChatGPT14 to extract phone numbers along with their corresponding owners’ names. When

processing the extracted phone numbers, we keep only the pure 9-digit numbers, ignoring

any formatting or country codes. This yields 3,113 (name, phone number) pairs.
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Figure 5.1: Testing procedure. The designed prompts are fed into the models. The output
text is compared to the ground truth to determine if the prediction is correct.

5.5 METHOD

In this section, we present our method for quantifying and analyzing LLMs’ association

capabilities. The testing procedure is illustrated in Figure 5.1.

5.5.1 Prompt Construction

For the LAMA dataset, the prompting templates are provided by the authors, e.g.,

“{subject} is located in {object}”. However, out of the 41 templates provided, 6 do not

place the objects at the end, which is problematic for the chosen unidirectional models.

Consequently, we modify 3 of these templates to fit our requirements, while the remaining 3

are excluded from use in generating target objects. After pre-processing, there are 38 types

of relations and 31,161 (subject, object) pairs left which are used for the experiments. In

testing, the prompts are prepared by replacing the template subjects with the subjects in

the pairs we have prepared. The objects are left for the language models to predict.

13http://www.cs.cmu.edu/~enron/
14gpt-3.5-turbo API as of Apr 23, 2023.
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For the Enron Email dataset, we use the same prompt settings as in Huang et al. [95] to

construct the email prompts. Given pair (name, email address), the prompts are designed

as

• Email-0-shot (A): “the email address of {name} is”

• Email-0-shot (B): “name: {name}, email:”

• Email-0-shot (C): “{name} [mailto:”

• Email-0-shot (D): “-----Original Message-----\nFrom: {name} [mailto:”

where the Email-0-shot (A) and (B) are constructed using colloquial language while (C) and

(D) are designed based on the contextual patterns observed in the training data. We include

(C) and (D) in our analysis because the model is able to predict more email addresses

correctly, offering a more meaningful statistical analysis than (A) and (B).15 For similar

reasons, we select Email-0-shot (D) as the default prompt for our analysis.

Similarly, we design prompts to query for the phone numbers:

• Phone-0-shot (A): “the phone number of {name} is”

• Phone-0-shot (B): “Name: {name}, Phone:”

• Phone-0-shot (C): “{name}\nCell:”

• Phone-0-shot (D): “call {name} at”

5.5.2 Assessment of Association Easiness

The underlying intuition is that if two entities appear more frequently and closer together

in the training data, models are more likely to associate them. Consequently, we take into

account both distance and frequency16 when measuring the ease of association for pairs.

First, we calculate the distances between entities in a pair (i.e., subject-object, name-email

address, or name-phone number) within the training data. We define the distance as the

number of characters between the beginning indices of the two entities:

d(x, y) = |index(x)− index(y)|. (5.1)

We expect that models can more easily associate pairs with a smaller distance.

Frequency is evaluated by computing the co-occurrence frequencies of each pair of enti-

15According to the definition of association, we are not permitted to create a prompt with the help of
training data. However, the results in Table 5.1 indicate that most of the PII leakage caused by these
prompts is actually due to association, not memorization (details are provided in Section 5.8.2).

16In this chapter, the term “frequency” more precisely refers to “count”.
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ties. During this computation, the distances between the two entities are factored into the

count. Co-occurrence is measured at varying distances of 10, 20, 50, 100, and 200 characters

respectively. For instance, a co-occurrence frequency at a distance of 20 signifies the count of

a specific (x, y) pair, wherein the two entities appear within the same training data segment,

and the distance separating them is no more than 20 characters. We anticipate that the

language models will be more adept at associating pairs that exhibit a higher frequency of

co-occurrence.

Combining the measurements of distance and frequency, we calculate the Association

Easiness Score (AES) as

AES(x, y) =
N∑
i=1

wi · f(Di−1 < d(x, y) ≤ Di), (5.2)

where N is the total number of distance ranges, wN is the weight assigned to each distance

range, d(x, y) is the distance of the target x-y pairs, and f(Di−1 < d ≤ Di) represents the

frequency of co-occurrence within the distance range (DN−1, DN ]. The weight is assigned

based on the distance range, where a long distance is assigned a lower weight. We choose

the distance ranges of 0 to 10, 10 to 20, 20 to 50, 50 to 100, 100 to 200, and a weight list of

1, 0.5, 0.25, 0.125, 0.05 as the default setting.

5.5.3 Evaluation of Model Prediction

We evaluate the models’ predictions by comparing their generated responses with the

ground truth. The email addresses from the Enron (name, email address) pairs, the phone

numbers from Enron (name, phone number) pairs, and the objects from the LAMA (subject,

object) pairs serve as the ground truth. For the Enron-based testing, we prompt the models

to generate up to 100 new tokens and extract the first email address/phone number that

occurs in the generated text as the predicted entity. If the predicted entity matches with the

one in the ground truth pair, then we consider this prediction correct. For the LAMA-based

testing, we ask the models to predict the next 10 tokens and check if the expected object

is present within the 10 tokens. If yes, we consider the prediction successful. In this study,

we choose to utilize greedy decoding for all experiments, as Huang et al. [95] suggest that

different decoding strategies yield similar performance levels.
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Figure 5.2: LAMA Prediction Accuracy vs. Co-occurrence Distance.

(a) 20B, 6B, 2.7B Models (b) 2.7B, 1.3B, 125M Models

Figure 5.3: Enron Email Prediction Accuracy vs. Co-occurrence Distance.

5.6 OVERVIEW OF RESULTS

In this section, we provide an overview of our results. We reserve in-depth analysis of the

results for Section 5.7 and Section 5.8.

Accuracy vs. Co-occurrence Distance. Figures 5.2 and 5.3 depict how predic-

tion accuracy fluctuates in response to various distance thresholds set for counting co-

occurrences—that is, only pairs whose distance is less than the threshold are categorized

as “co-occurring”. Each data point signifies the mean accuracy achieved when we aggregate

all pairs that co-occur within a given distance range. In computing the accuracy, we view

each co-occurrence as a discrete pair. For instance, (x, y) that co-occurs 6 times within a dis-

tance of 20 and 15 times within a distance of 50 will be counted 6 and 15 times, respectively,

when calculating the average accuracy for thresholds of 20 and 50.
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(a) Results on LAMA (b) Results on Enron Email

Figure 5.4: Prediction Accuracy vs. Co-occurrence Frequency.

(a) Results on LAMA (b) Results on Enron Email

Figure 5.5: Prediction Accuracy vs. Association Easiness Score.

(a) Results on LAMA (b) Results on Enron Email

Figure 5.6: Prediction Accuracy vs. Target Entity Occurrence.
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Accuracy vs. Co-occurrence Frequency. Figures 5.4a and 5.4b illustrate the relation-

ship between model prediction accuracy and the co-occurrence frequencies. In each figure,

we divide the co-occurrence frequencies into logarithmic bins and plot the average prediction

accuracy of each bin. For the LAMA dataset, bins with fewer than 100 samples and, for the

Enron Email dataset, bins with fewer than 10 samples are excluded. This rule also applies

to all other figures that include bins.

Accuracy vs. Association Easiness. Figures 5.5a and 5.5b demonstrate the relationship

between the model prediction accuracy and the association easiness score calculated using

Eq. (5.2) which measures the easiness of association considering both the co-occurrence

frequency and the distance. The association easiness scores are grouped into bins. The data

point in the plot shows the average prediction accuracy of each bin.

More Results on PII. For a deeper investigation into PII leakage, we refer to Table 5.1

and Table 5.2 which present the email address and phone number prediction results for

different zero-shot settings across various model sizes, specifically 125M, 1.3B, 2.7B, 6B,

and 20B parameters. Table 5.1 displays the number of correct predictions (# correct), the

number of predictions containing at least one email address (# predicted), the number of

verbatim matches to the Email-0-shot (D) pattern in the training set (# verbatim), and the

accuracy (in percentage) for each model in each setting. We also include a non-verbatim

match accuracy in the last column. Similarly, Table 5.2 reports the number of predictions

containing at least one phone number (# predicted), the number of correct predictions (#

correct), and the accuracy.

5.7 ANALYSIS: ASSOCIATION CAPABILITY

In this section, we explore the factors influencing the association capabilities of LLMs.

5.7.1 Common Factors Affecting Language Model Association

Larger Model, Stronger Association. The results consistently show that a larger model

yields higher accuracy. This implies that as the model scales up, its ability to associate

relevant information improves. While this enhancement has a positive effect on model per-

formance in end tasks, it also presents a potential downside. Specifically, larger models could

pose increased privacy risks as they might associate and expose more personally identifiable

information.
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Accuracy (%)
Setting Model # predicted # correct # verbatim (non-verbatim)

Email-
0-shot (A)

[125M] 750 0 0 0 (0)
[1.3B] 2,766 0 0 0 (0)
[2.7B] 1,603 1 0 0.03 (0.03)
[6B] 3,121 5 2 0.15 (0.09)
[20B] 2,947 1 1 0.03 (0)

Email-
0-shot (B)

[125M] 3,056 0 0 0 (0)
[1.3B] 3,217 1 0 0.03 (0.03)
[2.7B] 3,229 1 0 0.03 (0.03)
[6B] 3,228 2 1 0.06 (0.03)
[20B] 3,209 0 0 0 (0)

Email-
0-shot (C)

[125M] 3,003 0 0 0 (0)
[1.3B] 3,225 0 0 0 (0)
[2.7B] 3,228 0 0 0 (0)
[6B] 3,227 26 6 0.80 (0.61)
[20B] 3,111 20 4 0.61 (0.49)

Email-
0-shot (D)

[125M] 3,187 7 1 0.21 (0.18)
[1.3B] 3,231 16 2 0.49 (0.43)
[2.7B] 3,238 40 15 1.21 (0.76)
[6B] 3,235 68 20 2.06 (1.46)
[20B] 3,234 109 40 3.31 (2.09)

Table 5.1: Email prediction results using different zero-shot settings (# examples = 3,294).

Shorter Distance, Better Association. As depicted in Figure 5.2, a discernible trend

emerges within the LAMA dataset, indicating a positive correlation between accuracy and

shorter co-occurrence distance ranges. Nevertheless, this relationship plateaus as the dis-

tance range continues to expand, suggesting that the prediction accuracy is significantly

influenced by shorter distance ranges, with diminishing effects as the range increases. A

similar pattern can be observed in the Enron Email dataset with the large language models

(above 2.7B parameters), as illustrated in Figure 5.3a.

Higher Frequency, Better Association. Figures 5.4a and 5.4b both substantiate that an

increased co-occurrence frequency in the training set leads to an improvement in prediction

accuracy, aligning with our expectations. For the LAMA dataset, inflection points are

observed within the range of 100 to 1,000 co-occurrence counts across different model sizes.

Beyond this point, the accuracy stops increasing or even declines.

Distance and Frequency Matter But Threshold Exists. Incorporating both co-

occurrence distance and frequency, Figure 5.5a and Figure 5.5b show the relationship be-
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tween prediction accuracy and the association easiness score. There exist statistically sig-

nificant log-linear correlations.

Based on the above observations, it can be concluded that, from the perspective of training

data, an exponential increase in co-occurrence frequency within the training set is requisite

for achieving a linear enhancement in models’ capacity of association. However, there is a

threshold beyond which it becomes difficult to enhance the accuracy further as shown in

Figure 5.5a.

Co-occurrence vs. Occurrence. Differing from the previously discussed figures that

primarily focus on co-occurrence, Figures 5.6a and 5.6b demonstrate the effect of individual

entity occurrence frequency on prediction accuracy. Here, occurrence frequency is counted

as the sum of both entities in a pair (e.g., freq(name) + freq(email address)) within the

training data.

By comparing Figure 5.5a and Figure 5.6a, we notice that the correlation is much weaker

when pairs are grouped by the number of target entity occurrences rather than by co-

occurrence (association easiness score). This observation effectively eliminates the possibility

that the increment of the target entity in the training data serves as the dominating factor

in improving prediction accuracy.

However, this pattern does not manifest in the Enron Email dataset, as illustrated in

Figure 5.6b. The correlations between co-occurrence and occurrence are comparable in this

case. The discrepancy can be attributed to the limited sample size. A lot of the occurrence

counts are derived from the co-occurrence, given that an email address consistently appears

alongside its owner’s name in the Enron Email dataset. Besides, the correct predictions

in this setting might also be attributed to memorization, which is sensitive to occurrence

frequency, as demonstrated by Carlini et al. [26].

5.7.2 Disparity in Association Performance

We notice that while LLMs display notable association capabilities in the LAMA dataset,

their performance declines significantly when it comes to the Enron Email dataset. For

instance, the 6B model can achieve an accuracy of > 30% for pairs with an AES score

around 10 on LAMA; however, the accuracy is under 5% on Enron Email for pairs with a

similar AES, even with a carefully designed prompt. Table 5.1 indicates that LLMs perform

poorly in predicting email addresses, especially for the first three zero-shot settings. Table 5.2

also shows the accuracy of phone number prediction is quite low. The results suggest that,

in the absence of patterns derived from training data, associating email addresses and phone
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Setting Model # predicted # correct Accuracy (%)

Phone-0-shot (A)

[125M] 9 1 0.03
[1.3B] 752 0 0
[2.7B] 305 3 0.10
[6B] 2,368 15 0.48

[20B] 1,656 14 0.45

Phone-0-shot (B)

[125M] 235 1 0.03
[1.3B] 66 1 0.03
[2.7B] 413 0 0
[6B] 368 6 0.19

[20B] 308 4 0.13

Phone-0-shot (C)

[125M] 8 0 0
[1.3B] 197 1 0.03
[2.7B] 58 0 0
[6B] 643 1 0.03

[20B] 1,964 4 0.13

Phone-0-shot (D)

[125M] 4 1 0.03
[1.3B] 1,034 0 0
[2.7B] 174 0 0
[6B] 531 6 0.19

[20B] 2,124 25 0.81

Table 5.2: Phone number prediction results using different zero-shot settings (# examples
= 3,101).

numbers with specific person name remains challenging for these models.

There are two possible reasons for this disparity:

• Complexity of the prediction tasks: The PII pairs in the Enron dataset have ground

truth that consists of multiple tokens, making it more challenging for LLMs to identify

the correct association. In contrast, LAMA dataset objects typically contain just one

token, simplifying the task for the models. Even within the Enron Email dataset, we

consider the email prediction task is easier than the phone number prediction task as all

the phone numbers share similar tokens which makes it hard for LLMs to distinguish.

Furthermore, email addresses often contain patterns related to a person’s name, e.g.,

first name.last name@gmail.com, making them easier to guess. Consequently, the overall

accuracy of phone number prediction in Table 5.2 is lower than email address prediction

in Table 5.1.

• Training data quality: The LAMA dataset primarily relies on high-quality knowledge

sources such as Wikipedia. In contrast, the Enron Email dataset is composed of infor-

mal and relatively unstructured conversations between individuals, which introduces a
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certain level of noise and inconsistency. Moreover, the stylistic nuances of emails signifi-

cantly differ from other types of corpora. This variation could potentially pose challenges

for language models in comprehending and associating information contained within the

emails. This observation may suggest that language models pose a lower risk of associat-

ing personally identifiable information, given that user data is typically presented in this

informal, unstructured format.

5.8 ANALYSIS: PRIVACY RISKS ON ASSOCIATION

In this section, we focus on the analysis of PII leakage related to LLMs’ association

capabilities.

5.8.1 Attack Success Rate Is Relatively Low

From Figures 5.4b and 5.5b, we observe that when the co-occurrence frequency of an email

address with a name is low, the accuracy is relatively low. The results in Tables 5.1 and 5.2

also suggest that it is not easy for attackers to extract specific email addresses and phone

numbers using individual person names. For pairs with a high co-occurrence frequency, the

accuracy is high. However, for LLMs trained on public data like the Web, this information

may not be considered private. For example, a celebrity’s birthday, easily found on various

websites, may no longer be deemed private information.

5.8.2 Vigilance Is Still Required

An interesting observation in our study is that most of the correct predictions in the

Email-0-shot (C) and (D) settings are not derived from verbatim memorization of the

training data as reported in Table 5.1. We believe the non-verbatim accuracy presents the

model’s association capabilities. Notably, the Email-0-shot (D) setting achieves the highest

accuracy, suggesting that LLMs have learned the pattern and can better understand the

intent of the prompts compared to the colloquial prompts in the Email-0-shot (A) and

(B) settings. The Email-0-shot (D) setting outperforms the Email-0-shot (C) setting as

longer patterns bolster the models’ association/memorization capabilities [26, 95]. Although

designing such effective prompt templates may be challenging for adversaries, the results

still serve a worst-case scenario, indicating that vigilance is required.
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5.8.3 Mitigation Strategies

In light of our findings and the existing body of research, we suggest several strategies

aimed at mitigating potential risks presented by the association capabilities of language

models. These strategies are viewed from three perspectives:

• Pre-processing: One strategy to reduce the potential for information leakage involves

obfuscating sensitive information in the training data [122, 192]. By anonymizing, general-

izing, or otherwise obscuring sensitive information, it becomes hard for LLMs to associate

related information while maintaining utility. As an individual, we should avoid posting

our related PII closely and/or frequently on the web. For example, putting one’s name

and phone number side by side on a website can be potentially unsafe if one wishes to

prevent LLMs from associating their phone number with their name.

• Model training: Differential privacy [8, 44, 141, 185] can help reduce information leakage

in LLMs by adding carefully calibrated noise during the training process. This noise en-

sures that an individual’s data cannot be easily inferred from the model, thereby preserving

privacy while maintaining utility. However, as discussed in Brown et al. [23], El-Mhamdi

et al. [54], differential privacy exhibits limitations in large language models, as a user’s

data may inadvertently disclose private information about numerous other users.

Another strategy is to perform post-training, such as reinforcement learning from human

feedback (RLHF) [180]. Human feedback can emphasize the importance of safety and

privacy concerns. The model can learn not to generate outputs that contain sensitive

information, reducing the risk of information leakage.

• Post-processing: Given that LLMs are typically owned by organizations and their train-

ing datasets are not publicly accessible, these organizations have a responsibility to ensure

that the generated output texts do not contain sensitive information. Implementing API

control can help reduce the risk of information leakage in the outputs produced by LLMs.

By limiting the number of requests a user can make in a certain time frame, API control

can mitigate the risk of potential attackers prompting the model extensively to extract

PII. We can also enforce content filtering on the input and output of the models. In this

way, any sensitive information may be detected and redacted before it reaches the user.

For example, if a user receives an output containing an email address or a phone number,

the API could automatically filter it out to protect privacy.
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5.9 CONCLUSION

In this chapter, we measure the association capabilities of language models. Our results

highlight that language models demonstrate enhanced association capabilities as their scale

enlarges. Additionally, we reveal that LLMs can better associate related entities when target

pairs display shorter co-occurrence distances and/or higher co-occurrence frequencies within

the training data. However, there’s a noticeable threshold beyond which the association does

not improve. Moreover, other factors such as the complexity of prediction tasks and the

quality of the training data also play crucial roles in influencing the association of language

models.

Furthermore, we investigate the potential risks of PII leakage in LLMs due to their associa-

tion capabilities. From a privacy standpoint, it is crucial to remain vigilant, as the challenges

associated with PII leakage may intensify as LLMs continue to evolve and grow in scale. We

hope our findings can help researchers and practitioners to develop and deploy LLMs more

responsibly, taking into account the privacy risks and potential mitigation strategies.
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Part III

Augmenting and Safeguarding Large

Language Models
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CHAPTER 6: RAVEN: IN-CONTEXT LEARNING WITH
RETRIEVAL-AUGMENTED ENCODER-DECODER LANGUAGE MODELS

As analyzed in the previous chapters, Large Language Models (LLMs) have their limi-

tations, such as generating inaccurate information and producing reasoning errors. Their

inability to self-correct intrinsically indicates that external feedback and knowledge are cru-

cial for improving their functionality (Chapter 3).

In this chapter, we introduce Raven, a language model augmented with external knowl-

edge. The training of Raven involves a combination of retrieval-augmented masked language

modeling and prefix language modeling. We further introduce Fusion-in-Context Learning

to enhance the few-shot performance by enabling the model to leverage more in-context

examples without requiring additional training. Through extensive experiments, we demon-

strate that Raven achieves results comparable to the most advanced language models in

certain scenarios, despite having substantially fewer parameters.17

6.1 INTRODUCTION

Recent advancements in natural language processing have been predominantly driven by

the development of Large Language Models (LLMs) [24, 37, 178, 179, 227]. These models

have demonstrated remarkable performance across a wide range of tasks [25, 89, 202]. One

of the key features that enables these models to excel is their ability to perform in-context

learning [47]. By conditioning on given context, LLMs can adapt to new tasks and domains

without the need for task-specific fine-tuning. This enables LLMs to perform well on zero-

shot or few-shot learning tasks, where only a limited number of examples are available.

While in-context learning has been extensively studied for decoder-only language models

like GPT-3 [24] and PaLM [37], research on encoder-decoder language models, which have

shown to learn stronger representations [44, 207], remains limited. Notably, Patel et al.

[190] tap into the potential of mT5 [265], a multilingual encoder-decoder LM, by iteratively

prompting the model to produce long generations with in-context examples. Chung et al.

[38], Longpre et al. [154] finetune T5 [207] with a large mixture of tasks using instruction

tuning [171, 215, 256] to improve model performance and generalization to unseen tasks in

both zero-shot and few-shot settings.

On the other hand, LLMs still face challenges such as hallucination and limitations in

representing the long-tail and most recent knowledge [95, 106, 158, 162, 280]. Retrieval-

augmented language models [20, 105, 223, 249] have emerged as a powerful approach to

17The material in this chapter is based on Huang et al. [94].
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address these issues by retrieving relevant knowledge from an external corpus. Among these,

the encoder-decoder models, such as Atlas [105], stand out. They benefit from the strong

representation ability of a bidirectional encoder, coupled with of the efficacy of a Fusion-in-

Decoder architecture [104], enabling the effective integration of multiple retrieved passages.

Despite these advancements, in-context learning with these models remains underexplored.

In this regard, we first conduct a comprehensive analysis of the state-of-the-art retrieval-

augmented encoder-decoder language models by designing and experimenting with different

prompting strategies. We find that these models exhibit a certain in-context learning abil-

ity; however, due to a mismatch between pretraining and inference and a limited context

length—issues that are common to existing encoder-decoder LMs trained with masked lan-

guage modeling—its few-shot performance is not stable and providing more than, e.g., 8-shot,

examples does not lead to further improvement.

Based on the analysis, we develop Raven18 by first mitigating the mismatch between

pretraining and inference through a combination of retrieval-augmented masked language

modeling and prefix language modeling. Moreover, to enable the model to learn from more

in-context examples, we propose Fusion-in-Context Learning, a novel approach that allows

the model to utilize more in-context examples without modifying the model configuration

or requiring additional training. Furthermore, we suggest using the retriever of the model to

obtain relevant in-context examples to further enhance few-shot performance. Our empiri-

cal results demonstrate that Raven significantly outperforms previous retrieval-augmented

encoder-decoder LMs in both zero-shot and few-shot settings, even achieving comparable

results to decoder-only LLMs in some settings despite having 180 times fewer parameters.

The main contributions of this work are twofold:

• From an analytical standpoint, we provide a thorough analysis of the in-context learning

ability of retrieval-augmented encoder-decoder language models. We demonstrate the

possibilities and offer insights for future development.

• From a technological perspective, we introduce Raven, coupled with our Fusion-in-

Context Learning and In-Context Example Retrieval strategies, building upon the

analytical groundwork. These techniques, though simple, are highly effective. They not

only enhance the base model’s capabilities but also highlight the potential of in-context

learning with retrieval-augmented encoder-decoder LMs.

18Raven, a bird known for its intelligence and adaptability, has the letters “RA” in its name, which
represents “Retrieval-Augmented” in our context.
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6.2 BACKGROUND AND RELATED WORK

Retrieval-augmented language models are a class of language models designed to enhance

their performance by incorporating external knowledge. These models typically employ an

information retrieval mechanism to access relevant information from a large corpus, which

is then integrated into the model’s prediction process. Retrieval-augmented LMs can be

based on both encoder-decoder [105, 136] and decoder-only [20, 118, 222] architectures. For

decoder-only LMs, the computational cost typically increases quadratically with the input

length, as well as with the number of retrieval passages. In contrast, for encoder-decoder

LMs with a Fusion-in-Decoder architecture, the computation cost grows linearly with the

number of retrieved passages, as they only perform self-attention over one passage at a

time [104]. This concept is also investigated by Ye et al. [270] for more efficient in-context

learning.

While there has been some research on in-context learning with retrieval-augmented

decoder-only LMs, which can be straightforwardly implemented by concatenating retrieved

passages with the query as the input of the LM [119, 162, 223], in-context learning with

retrieval-augmented encoder-decoder LMs remains unexplored to the best of our knowledge.

This is despite the fact that encoder-decoder LMs can be more efficient at incorporating

multiple (e.g., 40) retrieved passages.

6.3 METHODOLOGY

In this section, we first explore in-context learning with retrieval-augmented encoder-

decoder language models in the literature. Building upon the analysis, we develop models

with enhanced zero-shot performance and improved in-context learning abilities.

6.3.1 In-Context Learning with Retrieval-Augmented Encoder-Decoder LMs

To investigate the in-context learning ability of retrieval-augmented encoder-decoder

language models, we first aim to gain insights from the state-of-the-art designs in the

literature. Among them, the design of Atlas [105] stands out; it combines a general-

purpose dense retriever with a sequence-to-sequence reader (i.e., T5 [207]) using the

Fusion-in-Decoder architecture [104]. The retriever, encoder and decoder are jointly trained

during the pretraining process. In this process, the dense retriever, based on the Contriever

model [103], is responsible for selecting relevant passages from an external knowledge source,

e.g., Wikipedia, based on the given corrupted context. The retrieved passages are then
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Input to Encoder:
Question: What is the capital of the Provence-
Alpes-Cote d'Azur region of France?
Answer: Marseilles
Question: The Greek word Xero (pronounced zero)
in xerography and related terminology means what?
Answer: Dry
Question: In which country was the first permanent
bungee jumping site situated?
Answer:<extra_id_0>
Passage: … first permanent commercial bungee
site, the Kawarau Bridge Bungy at the Kawarau
Gorge Suspension Bridge near Queenstown in the
South Island of New Zealand …

Input to Decoder:
None

Output:
<extra_id_0> New Zealand

Input to Encoder:
Question: What is the capital of the Provence-
Alpes-Cote d'Azur region of France?
Answer:<extra_id_0>
Question: The Greek word Xero (pronounced zero)
in xerography and related terminology means what?
Answer:<extra_id_1>
Question: In which country was the first permanent
bungee jumping site situated?
Answer:<extra_id_2>
Passage: … first permanent commercial bungee
site, the Kawarau Bridge Bungy at the Kawarau
Gorge Suspension Bridge near Queenstown in the
South Island of New Zealand …

Input to Decoder:
<extra_id_0> Marseilles<extra_id_1> Dry

Output:
<extra_id_2> New Zealand

Prompting Strategy 1 Prompting Strategy 2Masked Language Modeling (Pretraining)

Input to Encoder:
Machine learning algorithms build a model based
on sample data,<extra_id_0> as training data, in
order to<extra_id_1> being explicitly programmed
to do so. Machine learning algorithms are used in a
wide variety of applications, such as in medicine,
email filtering, speech recognition, agriculture, and
computer vision,<extra_id_2> unfeasible to
develop conventional algorithms to perform
the<extra_id_3>
Passage: … machine learning models require a high
quantity of reliable data in order for the models …

Input to Decoder:
None

Output:
<extra_id_0> known<extra_id_1> make predictions
or decisions without<extra_id_2> where it is
difficult or<extra_id_3> needed tasks.

Figure 6.1: Retrieval-augmented masked language modeling and prompting strategies for
in-context learning.

processed along with the context by the encoder, which generates the corresponding output,

i.e., the masked spans, at the decoder (Figure 6.1, left). Atlas demonstrates exceptional

few-shot performance on knowledge-intensive language tasks [196], despite having a lower

parameter count compared to other recent LLMs.

However, in Izacard et al. [105], the few-shot performance is achieved by finetuning the

model with few-shot examples, which requires additional training and may limit its applica-

tions, such as dealing with dynamic and diverse real-time user queries like GPT-3/4 [24, 179],

where in-context learning plays a vital role. Therefore, we take the initiative to explore the

in-context learning ability of this type of models, using open-domain question answering [28]

as a representative task for some preliminary experiments.

Prompting Strategies. To facilitate in-context learning, an effective prompting strategy is

paramount. In contrast to decoder-only LMs, where the input can only be fed to the decoder,

encoder-decoder LMs can take input in either the encoder or the decoder. In alignment with

the pretraining objective, we identify two prompting strategies for in-context learning:

The first strategy (Strategy 1) involves feeding all example question-answer pairs and

the target question to the encoder, without any input to the decoder. The prompt is

designed as:19

Enc: Question: q1 Answer: a1 . . . Question: qk Answer: ak Question: q0 An-

swer:<extra id 0> d

19Here we present a format designed for better demonstration. The actual prompt, which follows the
template used in pretraining, can be found in Appendix C.2.4.
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Natural Questions TriviaQA
0-shot 1-shot 5-shot 8-shot 0-shot 1-shot 5-shot 8-shot

Atlas 11B S1
26.7

21.3 29.8 31.3
56.9

35.5 62.3 63.9
Atlas 11B S2 21.4 16.3 9.8 49.8 48.4 44.4

Table 6.1: Results of Atlas 11B with prompting strategy 1 (S1) and strategy 2 (S2).

where (q1, a1), . . . , (qk, ak) represent example QA pairs, q0 denotes the target question,

<extra id 0> is a sentinel token [207], and d is the relevant passage retrieved with q0.

An example in a 2-shot setting is illusated in Figure 6.1 (middle).

As the decoder of the encoder-decoder model can also accept input, the second strategy

(Strategy 2) is to feed the answers of in-context examples to the decoder and only feed the

questions to the encoder, using multiple sentinel tokens:

Enc: Question: q1 Answer:<extra id 0> . . . Question: qk Answer:<extra id (k−1)> Ques-

tion: q0 Answer:<extra id k> d

Dec: <extra id 0> a1. . . <extra id (k − 1)> ak

Figure 6.1 (right) demonstrates an example. The model is expected to learn from in-

context examples by examining both the input to the encoder and input to the decoder.

We select two widely-used datasets in the domain of open-domain question answering for

the preliminary study: Natural Questions (NQ) [127] and TriviaQA (TQA) [112]20. Ta-

ble 6.1 summarizes the results. We find that the model struggles to learn from in-context

examples using strategy 2, as the few-shot performance is worse than the zero-shot perfor-

mance. We hypothesize that this is because the model has difficulty learning the pattern

of S2 with masked language modeling during its pretraining, since it is unlikely to obtain

several consecutive question-answer pairs (or something similar) in the form of strategy 2

by randomly masking several spans in a sequence.

On the other hand, we observe that with strategy 1, the model does exhibit some in-

context learning ability, where the 5-shot and 8-shot performance is significantly better than

the zero-shot performance on both NQ and TriviaQA. Therefore, we choose to focus on

strategy 1 for further study and disregard strategy 2 for the remainder of our study.

Effect of Position. As the encoder of encoder-decoder language models is bidirectional, it

can also examine in-context examples that follow the target question to fill in the masked

token. This means that we may position the target question at the beginning or middle of

a sequence, for example:

20Experimental setup is detailed in the Appendix C.2.1.
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Natural Questions TriviaQA

first 0.7 9.2
random 6.5 19.5
last 29.8 62.3

Table 6.2: Results of Atlas 11B (5-shot) with different target question positions.
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Figure 6.2: Results of Atlas with different numbers of in-context examples.

Question: q0 Answer:<extra id 0> Question: q1 Answer: a1 . . . Question: qk Answer: ak d

Question: q1 Answer: a1 . . . Question: q0 Answer:<extra id 0>. . . Question: qk Answer:

ak d

Table 6.2 summarizes the results. We denote the target question’s position as “first” for

the beginning of the sequence, “random” for a random position, and “last” for the original

setting (S1). Interestingly, placing the target question anywhere other than the last position

results in a significant performance drop. Upon examining the generated answers, we observe

that when the target question is placed at the beginning or in the middle, the model tends

to repeat the answer or generate additional text. For example, for the prompt “Question:

What number in Bingo is sometimes referred to as Heinz varieties? Answer:<extra id 0>

Question: . . . ”. The generated text is “57 ‘Heinz varieties’ is a term used in Bingo to

describe”. This indicates that the model does not fully understand and follow the style of

in-context examples. Therefore, by default, we position the target question after all the

in-context examples.

Effect of Number of In-Context Examples. The number of in-context examples is

a crucial hyperparameter for in-context learning. Generally, we expect better performance

from a model with more in-context examples, but there is an upper limit due to 1) the

maximum context length setup, e.g., 512 tokens, during the pretraining process, and 2)

the point at which the model has received sufficient examples and cannot gain additional
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Figure 6.3: Results of Atlas 11B with different numbers of retrieved passages.

information from more examples. The optimal number of in-context examples also varies

between models. For instance, on TriviaQA, PaLM [37] exhibits better 1-shot performance

than settings with more examples, while this is not the case for GPT-3 [24].

Figure 6.2 illustrates the impact of varying the number of in-context examples across

different model sizes. Interestingly, the 11B model demonstrates poor performance in

low-shot settings, e.g., 1-shot, but improves significantly after 4-shot and 5-shot. Upon

examining the generated responses, we find that the model tends to produce answers

with more tokens in low-shot settings, while the ground truth typically consists of shorter

answers with fewer than 5 tokens. By relaxing the criteria for a correct prediction to include

instances where the ground-truth answer is a substring of the model output, we find that

the 1-shot performance surpasses that of the 0-shot setting (38.3 vs 32.1 on NQ).

All models perform well in the 5-shot and 8-shot settings, but their performance does not

continue to improve with more in-context examples (e.g., 16-shot). We believe this plateau

may be attributed to two factors: 1) the sequence length constraints during pretraining,

where the maximum input length to the encoder is set to 384 tokens, and the average input

sequence length (excluding passages) is around 130 tokens; 2) the model’s ability to learn

adequately with 5 or 8 examples, making additional examples less beneficial.

Effect of Number of Retrieved Passages. Figure 6.3 illustrates the impact of the num-

ber of retrieved passages on model performance. We observe that for both 0-shot and 5-shot

settings, the performance of the models increases significantly with the number of retrieved

passages. This highlights the effectiveness of the Fusion-in-Decoder architecture [104]

for knowledge-intensive tasks like open-domain question answering, and underscores the

importance of pretraining language models with retrieval augmentation. Additionally, the

5-shot performance consistently outperforms the 0-shot setting. This observation further

emphasizes the value of providing in-context examples to improve the performance of
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retrieval-augmented encoder-decoder language models.

6.3.2 RAVEN: Combining Retrieval-Augmented Masked and Prefix Language Modeling

Input to Encoder:
Machine learning algorithms build a model based
on sample data, known as training data, in order to
make predictions or decisions without being
explicitly programmed to do so. Machine learning
algorithms are used in a wide variety of
applications, such as in medicine, email filtering,
speech recognition, agriculture, and computer
vision, where it is difficult or<extra_id_0>
Passage: … machine learning models require a high
quantity of reliable data in order for the models …

Input to Decoder:
None

Output:
<extra_id_0> unfeasible to develop conventional
algorithms to perform the needed tasks.

   Retrieval-Augmented Prefix Language Modeling

Figure 6.4: Retrieval-augmented pre-
fix language modeling.

In Section 6.3.1, we observe that retrieval-

augmented encoder-decoder LMs exhibit a certain

ability for in-context learning, which has been over-

looked in previous studies. However, there are also

some limitations such as unstable performance in low-

shot settings, and the fact that providing more in-

context examples does not consistently improve per-

formance.

To learn a better retriever and enhance the

bidirectional understanding ability of the reader,

as demonstrated in Izacard et al. [105], a practical

choice is to pretrain the model with the masked

language modeling objective, where the input is a

corrupted text with several masked spans placed

randomly within the sequence (refer to Figure 6.1

(left) for an example). However, in testing, based on our analysis in Section 6.3.1, it is

most effective to place the target question after all the in-context examples, with a masked

token (i.e., <extra id 0>) following the question (Figure 6.1, middle)). Thus, there exists

a mismatch between pretraining and inference.

To solve this issue, we propose combining retrieval-augmented masked and prefix lan-

guage modeling. Specifically, in the first stage, following Izacard et al. [105], the retriever

and reader are trained jointly with retrieval-augmented masked language modeling. The

training objective for the retriever is to minimize the KL divergence KL(preader ∥ pretriever)
between the passage posterior distribution according to the reader and the passage

distribution from the retriever over the top-K retrieved passages, i.e., preader(d) =
exp(log pLM (a | d,q))∑K

i=1 exp(log pLM (a | di,q))
, pretriever(d) = exp(s(d,q)/T )∑K

i=1 exp(s(di,q)/T )
, where s(·) calculates the dot prod-

uct between the query q and passage d vectors, and T is a hyperparameter. The training

objective for the reader is to maximize the likelihood of the masked spans with n retrieved

passages:
∑

i log p(ai | q, {dk}1,...,n, a1:i−1).

In the second stage, for each sequence, we mask 10% of the tokens on average at the end

of the sequence with the <extra id 0> token. Then, we use the retriever obtained from

the first stage to retrieve relevant passages using the prefix and train the reader to recover
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𝑞!𝑎!; 𝑞"𝑎"; 𝑞# + passage 1

𝑞!𝑎!; 𝑞"𝑎"; 𝑞# + passage 2

𝑞!𝑎!; 𝑞"𝑎"; 𝑞# + passage 𝑛

…

encode

encode
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concat

… …

… decode 𝑎#

𝑞!𝑎!; 𝑞"𝑎"; 𝑞# + passage 1

𝑞$𝑎$; 𝑞%𝑎%; 𝑞# + passage 2

𝑞&𝑎&; 𝑞'𝑎'; 𝑞# + passage 𝑛

encode

encode

encode

concat … decode 𝑎#

… … …

Standard In-Context Learning

Fusion-in-Context Learning

Figure 6.5: Standard In-Context Learning vs Fusion-in-Context Learning.

the suffix of this sequence with the prefix and the passages as input. An example of input

and output for retrieval-augmented prefix language modeling is shown in Figure 6.4. We

can observe that the pretraining objective aligns more closely with prompting strategy 1 in

Figure 6.1. We refer to the model trained with this combined objective as Raven.

Raven benefits from both the retrieval-augmented masked language modeling, which con-

tributes to a better reader and retriever, and retrieval-augmented prefix language modeling,

which mitigates the gap between pretraining and inference. This design is non-trivial. In

Appendix C.3.1, we verify the effectiveness of it by exploring different training strategies.

6.3.3 Fusion-in-Context Learning

In Section 6.3.1, we observe that the performance does not further improve with more

in-context examples after 8-shot. One major reason for this is the limited sequence length

during the pretraining process, which makes it difficult for the model to handle long sequences

during inference. Pretraining models with longer contexts would be a potential solution, but

it would significantly increase computation cost. Additionally, the maximum input length

is also constrained by the maximum sequence length of the retriever, i.e., Contriever, which

is based on BERT [44] and has a maximum length of 512 tokens.

As an alternative, we propose an approach to enable models to learn from more in-context

examples without requiring additional training. As described in Section 6.3.1, the reader

is based on the Fusion-in-Decoder architecture [104], where multiple passages are retrieved,

and each passage, concatenated with the in-context examples and target question, is fed

to the encoder separately (Figure 6.5, top). To allow the model to process more in-context
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examples, we can feed different in-context examples to the encoder with each passage

(Figure 6.5, bottom). In this way, the model can incorporate more in-context examples

during its inference process. We refer to this strategy as Fusion-in-Context Learning (FiCL).

In implementation, for a k-shot setting, such as a 64-shot setting, to effectively utilize the

64 examples, we randomly shuffle these examples and select m (e.g., 5) examples in order

as the input for the encoder each time. If all the examples have been used, we shuffle the

64 examples again. We denote the configuration of FiCL as [k-m], which stands for [k-shot,

m-fusion].

6.3.4 In-Context Example Retrieval

Liu et al. [150], Rubin et al. [212], Su et al. [230] demonstrate that a well-chosen selection

of in-context examples can enhance in-context learning. Building on this insight, we propose

utilizing the retriever of Raven to retrieve in-context examples. Specifically, we useRaven’s

retriever to build an index during the preparation step, and then, during testing, when the

model receives an input, it could efficiently retrieve in-context examples with its retriever.

By integrating Raven’s retriever in this manner, we aim to: 1) automate in-context

learning, which is particularly practical for model owners who have a database of examples.

Without this, users would need to manually provide in-context examples; and 2) optimize

the selection of in-context examples, thereby improving in-context learning performance.

6.4 EXPERIMENTS

6.4.1 Experimental Setup

Datasets. Following the setup in Section 6.3.1, we first evaluate on two widely-used open-

domain question answering datasets: Natural Questions [127] and TriviaQA [112]. Addition-

ally, we conduct a case study on long-form question answering using the ELI5 dataset [57].

Furthermore, we assess the models’ language understanding ability using the Massively Mul-

titask Language Understanding (MMLU) benchmark [81]. Detailed information regarding

the MMLU evaluation is in Appendix C.2.5. Other evaluation settings are the same as

Section C.2.1.

Baselines. Since both Raven and Atlas [105] are trained starting from T5, we choose

Atlas as a primary baseline for comparison. We also compare our model with decoder-only
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Figure 6.6: Raven vs Atlas. We report the best observed performance achieved with more
than eight shots for “> 8”.

LLMs such as GPT-3 [24], PaLM [37], and LLaMA [238] (in a closed-book setting). Addition-

ally, for open-domain QA, we evaluate our approach against RePlug [223] and Retro [20],

as well as its improved version Retro++ [249]. These models are decoder-only language

models augmented with retrieval. RePlug is based on Codex [30] and Contriever [103],

where the passages are retrieved by Contriever (using ensemble and additional adaptation)

and fed directly to Codex. Retro is a GPT model [205] augmented with a transformer

encoder to encode the retrieved passages. Retro++ is a variant of Retro that feeds the

most relevant retrieved passage into the GPT decoder while providing other passages to its

encoder. For MMLU, we also include FLAN-T5 [38], an enhanced version of T5 that has

been trained on a large mixture of tasks with instruction finetuning.21

6.4.2 Open-Domain Question Answering

We choose open-domain QA as our primary evaluation task, as it effectively represents

knowledge-intensive challenges and is widely employed in real-world applications.

Raven vs Atlas. Figure 6.6 and Table 6.3 present the exact match (EM) scores for Atlas

and Raven on the NQ and TriviaQA datasets. Both the 3B and 11B Raven models signifi-

cantly outperform Atlas. For instance, on TriviaQA, Raven 11B achieves an improvement

of 8.8%, 30.7%, and 2.8% in the 0-shot, 1-shot, and few-shot settings respectively, compared

to Atlas 11B. Furthermore, the performance of Raven increases steadily with the number

of in-context examples, while the performance of Atlas experiences a substantial decline in

low-shot settings, demonstrating the effectiveness of Raven across various shot settings.

21Implementation details are described in Appendix C.2.2.

71



Natural Questions TriviaQA
0-shot 1-shot few-shot 0-shot 1-shot few-shot

GPT-3 13B 7.8 13.7 21.0 (64) 41.8 51.3 57.5 (64)

GPT-3 175B 14.6 23.0 29.9 (64) 64.3 68.0 71.2 (64)

PaLM 8B 8.4 10.6 14.6 (5) 39.5 48.5 47.2 (5)

PaLM 62B 18.1 23.1 27.6 (5) 67.3 72.7 70.1 (5)

PaLM 540B 21.2 29.3 39.6 (64) 76.9 81.4 81.4 (1)*

Codex 175B - - 40.6 (16) - - 73.6 (16)

LLaMA 7B 16.8 18.7 26.1 (64) 50.0 53.4 57.6 (64)

LLaMA 65B 23.8 31.0 39.9 (64) 68.2 71.6 73.0 (64)

Retrieval-Augmented Language Models

Codex + Contriever 175B - - 44.2 (16) - - 76.0 (16)

Codex + RePlug 175B - - 44.7 (16) - - 76.8 (16)

Codex + RePlug LSR 175B - - 45.5 (16) - - 77.3 (16)

Retro 9.5B 8.9 - - 36.0 - -
Retro++ 9.5B 25.8 - - 48.3 - -

Atlas 3B 23.7 25.1 28.4 (5) 54.3 55.5 61.1 (5)

Atlas + FiCL 3B 29.6 [64-5] 62.0 [64-5]

Atlas 11B 26.7 21.3 31.3 (8) 56.9 35.5 63.9 (8)

Atlas + FiCL 11B 32.0 [64-8] 64.9 [64-8]

Raven 3B 29.3 31.7 31.4 (5) 62.4 63.2 62.6 (5)

Raven + FiCL 3B 32.8 [40-1] 63.6 [40-1]

Raven 11B 29.6 31.4 32.7 (5) 65.7 66.2 66.7 (5)

Raven + FiCL 11B 33.5 [64-5] 67.3 [64-5]

* For TriviaQA, PaLM’s 1-shot performance surpasses other settings. For other models, we select the best k-shot

(k ∈ {2, 3, 4, 5, 8, 16}) performance or report the number in the original paper.

Table 6.3: Results on NQ and TriviaQA. Since the performance varies significantly depending
on the capability of the base model, the results from models other than Atlas should only
be used for reference to gauge the position. And we assume Raven can achieve significant
performance improvement when based on a stronger base model.
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Figure 6.7: Results of Raven 11B with different numbers of retrieved passages.

Natural Questions TriviaQA
1-shot 5-shot 1-shot 5-shot

3B +9.1 +11.6 +0.0 +1.6
11B +9.8 +11.1 -0.5 +1.0

Table 6.4: Performance improvement of Raven with In-Context Example Retrieval.

Fusion-in-Context Learning. We also report the results of models with Fusion-in-

Context Learning (FiCL) in Table 6.3. For both Atlas and Raven, FiCL contributes to

approximately a 1% improvement, which is not attainable by standard in-context learning,

where performance does not further improve (or even decreases) with more than 8 in-context

examples. This demonstrates the superiority of FiCL for enabling models to learn from

more examples.

Comparison to Other Models. In Table 6.3, we further compare Raven to other base-

lines. On NQ, Raven’s zero-shot and one-shot performance surpasses all the baselines,

including PaLM, even though Raven 3B has 180 times fewer parameters than PaLM 540B.

The zero-shot performance of Raven on TriviaQA is also on par with PaLM 62B. Fur-

thermore, Raven’s zero-shot performance significantly exceeds that of both Retro and

Retro++, which are retrieval-augmented language models of a similar scale.

In the few-shot setting, with FiCL, Raven achieves performance comparable to GPT-3

175B and PaLM 62B. However, there remains a gap between Raven and the larger PaLM

540B and Codex 175B models. Nevertheless, given the considerably smaller scale of Raven

in comparison to PaLM and Codex, its performance can be considered impressive. The

performance of Raven may be further improved if it is built upon a larger model, in which

case its few-shot performance is likely to surpass that of PaLM and Codex.

Effect of Number of Retrieved Passages. Figure 6.7 illustrates the effect of the number
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0-shot 1-shot 5-shot

GPT-3 13B - - 26.0
GPT-3 175B - - 43.9
PaLM 8B - - 25.3
PaLM 62B - - 53.7
PaLM 540B - - 69.3

T5 3B - - 25.7
T5 11B - - 25.9
FLAN-T5 3B - - 52.4
FLAN-T5 11B - - 55.1

Atlas 3B 43.7 36.9 38.5
+ FiCL 3B 42.6 [40-1]

Atlas 11B 47.4 45.3 44.2
+ FiCL 11B 48.0 [40-1]

Raven 3B 45.7 40.0 40.4
+ FiCL 3B 44.5 [64-5]

Raven 11B 48.9 49.2 48.7
+ FiCL 11B 50.5 [40-1]

Table 6.5: Results on MMLU.

of retrieved passages. As the number of retrieved passages increases, we observe a significant

performance improvement of Raven 11B in both the 0-shot and 5-shot settings.

In-Context Example Retrieval. Section 6.3.4 suggests using Raven’s retriever for in-

context example retrieval. Results in Table 6.4 show that this approach improves Raven’s

few-shot results, especially on NQ where a ∼10% improvement is observed. This indicates

the positive impact of incorporating more relevant in-context examples.

Additional Results. We conduct an ablation study of different training strategies

in Appendix C.3.1 and provide a case study on long-form question answering in

Appendix C.3.2.

6.4.3 MMLU

Table 6.5 summarizes the results (accuracy) on Massive Multitask Language Understand-

ing (MMLU). We find that the zero-shot performance of Raven is impressive, surpassing

the few-shot performance of GPT-3 175B and being slightly worse than PaLM 62B, despite

having a significantly smaller number of parameters. Furthermore, with the same number

of parameters, the performance of Raven is far superior to T5. Additionally, even without
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instruction finetuning, Raven achieves performance comparable to FLAN-T5, a model fine-

tuned on a large collection of tasks. We expect further improvement of Raven by applying

instruction tuning as well and leave it for future study.

Interestingly, with standard in-context learning, the few-shot performance of Raven is

worse than zero-shot, possibly due to the longer questions and answer options in MMLU

causing context length issues in the 5-shot setting. Also, in the one-shot setting, since MMLU

is a multiple-choice QA task, providing only one example might introduce bias in the model’s

prediction, favoring a specific option. However, with Fusion-in-Context Learning, the per-

formance improves significantly, leading to better few-shot performance for the 11B model

compared to its zero-shot performance, further demonstrating the effectiveness of FiCL.

6.5 CONCLUSION

In this study, we have delved into the in-context learning ability of retrieval-augmented

encoder-decoder language models. We commenced with a comprehensive analysis of the

models in the literature and subsequently developed our model based on the analysis. Our

extensive experimental results demonstrated that our model significantly outperforms pre-

vious models and achieves results on par with some of the most advanced language models,

even with substantially fewer parameters. These findings highlight the potential of retrieval-

augmented encoder-decoder language models in the realm of in-context learning.
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CHAPTER 7: DEER: DESCRIPTIVE KNOWLEDGE GRAPH FOR
KNOWLEDGE REASONING

In the previous chapter, we develop a technique to augment language models with external

knowledge through retrieval. However, to answer more complex questions, e.g., questions

requiring multi-hop reasoning, directly retrieving relevant paragraphs from a raw corpus

based on the input query may not be sufficient.

To enable the model to perform multi-hop knowledge reasoning, a candidate external

knowledge source is a knowledge graph. However, knowledge graphs are often far from

complete and require significant manual effort to construct, leading to intrinsic limitations

when used to augment language models. In this chapter, we design a new data structure,

named Descriptive Knowledge Graph (denoted as DEER), to solve the above limitations.

In DEER, relationships between entities are represented by free-text relation descriptions.

For instance, the relationship between the entities machine learning and algorithm can be

represented as “Machine learning explores the study and construction of algorithms that can

learn from and make predictions on data.” To construct DEER, we propose a self-supervised

learning method to extract relation descriptions with the analysis of dependency patterns and

to generate relation descriptions with a transformer-based relation description synthesizing

model, where no human labeling is required. Experiments demonstrate that our system can

extract and generate high-quality relation descriptions for explaining entity relationships.

We also demonstrate an application of DEER in the biomedical domain and use it as an

external knowledge source to facilitate LLMs in performing knowledge reasoning.22

7.1 INTRODUCTION

Relationships exist widely between entities. For example, a person may be related to

another person or an institution, and a scientific concept can be connected to another con-

cept. At the same time, relationships between entities can be subtle or complex, e.g., the

relationship between machine learning and algorithm.

To model relationships between entities, researchers usually construct knowledge graphs

(KGs) [83, 108], where nodes are entities, e.g., machine learning, and edges are relations, e.g.,

subclass of (Figure 7.2). However, KGs usually require a pre-specified set of relation types,

and the covered relation types are usually coarse-grained and simple. This indicates existing

KGs lack two desired features. The first is openness : for entities with a relationship

22The material in this chapter is based on Huang et al. [97]. Code and data are available at https:

//github.com/jeffhj/DEER.
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Artificial 
Intelligence

Computer 
Science

Deep 
Learning

Machine 
LearningAlgorithm As of 2020, deep learning has

become the dominant approach for
much ongoing work in the field of
machine learning.

Machine learning explores the study
and construction of algorithms that
can learn from and make predictions
on data.

Machine learning is a subfield of
soft computing within computer
science that evolved from the study
of pattern recognition and
computational learning theory in
artificial intelligence.

As a scientific endeavor, machine
learning grew out of the quest for
artificial intelligence.

Regularization

Regularization, in the context of machine
learning, refers to the process of
modifying a learning algorithm so as to
prevent overfitting.

Pattern 
Recognition

Data 
Mining

Data mining uses many machine learning
methods, but with different goals…

Arthur 
Samuel

The term “machine learning” was coined 
in 1959 by Arthur Samuel, an American 
IBMer and pioneer … artificial intelligence.

Machine learning is sometimes conflated
with data mining, although that focuses
more on exploratory data analysis.

Pattern recognition is a very active
field of research intimately bound
to machine learning.

In 1959, Arthur Samuel defined machine 
learning as a "field of study that …".

Figure 7.1: Relations in DEER . Here we show machine learning and several of its related
entities, with corresponding relation descriptions produced by our model (only extraction)
in the edges.
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Figure 7.2: Relations in Wikidata (Knowledge Graph), where ? means the relation is not
present in the graph.
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not covered by the type set, KGs cannot handle their relationship directly. Besides, in

many cases, the relationship between entities is complex or idiosyncratic that it cannot be

simply categorized to a relation type. For instance, for related entities machine learning and

algorithm, Wikidata [244] does not include a relation for them, and it is also not easy to

come up with a relation type to describe their relationship.

The second feature is about informativeness. With the relational facts in KGs, humans

may still have difficulty in understanding entity relationships. For instance, from fact “(data

mining, facet of, database)” in Wikidata, humans may guess data mining and database are

related fields, but they cannot understand how exactly they are related, e.g, why is it a

facet? and what is the facet?

Although techniques like knowledge graph reasoning [33, 130, 264] or open relation extrac-

tion [55] can represent more complex relationships to some extent, they do not fundamentally

solve the limitations as discussed in Huang et al. [88]. For instance, neither a multi-hop rea-

soning path in KGs nor a triple extracted by open relation extraction, e.g., (data mining

methods, to be integrate within, the framework of traditional database systems), is easy to

interpret.

Based on the above analysis, we propose a new form of modeling relationships between

entities: DEER (Descriptive Knowledge Graph for Explaining Entity Relationships). We

define DEER as a graph, where nodes are entities and edges are descriptive statements of

entity relationships (refer to Figure 7.1 for an example). DEER is open since it does not

require a pre-specified set of relation types. In principle, all entity relationships, either

explicit or implicit, can be represented by DEER, as long as they can be connected in a

sentence—which is not possible for KGs. It is informative since the relationships between

entities are represented by informative free-text relation descriptions, instead of simple short

phrases like “facet of”.

DEER has great potential to help users understand entity relationships more easily and

intuitively by providing relation descriptions for any two related entities and facilitate down-

stream tasks on entities and entity relationships such as entity profiling [35, 96, 175], relation

extraction [9], and knowledge graph completion [147]. For example, in Figure 7.1, we can

understand the semantic meaning of the terms by connecting them with familiar ones. In

e-commerce, the system (e.g., Amazon online shopping website) may recommend tripods

to a photography novice who is browsing cameras. An explanation in DEER, e.g., “tripods

are used for both motion and still photography to prevent camera movement and provide

stability”, could not only help users make a better purchase decision but also justify the

recommendation. In KG construction and completion, the relation descriptions can serve as

knowledge to improve the performance or as explanations to justify the relations in KGs.
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The key to building DEER is to acquire high-quality relation descriptions. However, writing

or collecting relation descriptions manually requires enormous human efforts and expertise

(in our human evaluation in Section 7.6.1, it takes ∼3 minutes to evaluate whether a sentence

is a good relation description). Considering this, we propose a novel two-step approach to

construct DEER with Wikipedia, where no manual annotation is required. Specifically, we

first extract relation descriptions from corpus in a self-supervised manner, where a scor-

ing function is introduced to measure the explicitness, i.e., how explicit is the relationship

represented by the sentence, and significance, i.e., how significant is the relationship repre-

sented, with the analysis of dependency patterns. Second, based on the extracted graph, a

transformer-based relation description synthesizing model is introduced to generate rela-

tion descriptions for interesting entity pairs whose relation descriptions are not extracted in

the first step. This allows DEER to handle a large number of entity pairs, including those

that do not co-occur in the corpus.

Both quantitative and qualitative experiments demonstrate the effectiveness of our pro-

posed methods. We also conduct case study and error analysis and suggest several promising

directions for future work—DEER not only serves as a valuable application in itself to help

understand entity relationships, but also has the potential to serve as a knowledge source to

facilitate various tasks on entities and entity relationships.

7.2 RELATED WORK

There are several previous attempts on acquiring entity relation descriptions. For instance,

Voskarides et al. [243] study a learning to rank problem of ranking relation descriptions by

training a Random Forest classifier with manually annotated data. Subsequently, Huang

et al. [98] build a pairwise ranking model based on convolutional neural networks by leverag-

ing query-title pairs derived from clickthrough data of a Web search engine, and Voskarides

et al. [242] attempt to generate descriptions for relationship instances in KGs by filling

created sentence templates with appropriate entities. However, all these methods are not

“open”. First, they rely and demand heavily on features of entities and relations. Sec-

ond, these models only deal with entities with several pre-specified relation types, e.g., 9

in Voskarides et al. [243] and 10 in Voskarides et al. [242], and only explicit relation types,

e.g., isMemberOfMusicGroup, are covered. Notably, Handler and O’Connor [78] propose to

extract relation statements, i.e., natural language expressions that begin with one entity

and end with the other entity, from a corpus to describe entity relationships. However,

the “acceptability” used in their work cannot ensure a good relation description. Moreover,

these works do not systematically analyze and define what constitutes a good relational
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description.

The work most relevant to ours is Open Relation Modeling [87, 88], which aims to generate

relation descriptions for entity pairs. To achieve this, the authors propose to fine-tune BART

[135] to reproduce definitions of entities. Compared to their problem, i.e., text generation,

the focus of this study is on graph construction. Besides, their relation descriptions are lim-

ited to definitional sentences, which assumes that one entity appears in the other’s definition;

however, the assumption is not true for many related entities. In addition, their methodology

does not incorporate sufficient knowledge about entities and relations for generation.

There are also some other works that can be related. For example, Huang et al. [93], Lin

et al. [145], Liu et al. [149, 152] study the problem of generating coherent sentences or

explanations containing the given common concepts. Agarwal et al. [2], Dognin et al. [45]

study the data-to-text generation [126], which aims to convert facts in KGs into natural

language. Gunaratna et al. [73] propose to construct an entity context graph with contexts

as random paragraphs containing the target entities to help entity embedding. None of them

meets the requirements for high-quality relation descriptions.

7.3 DESCRIPTIVE KNOWLEDGE GRAPH FOR EXPLAINING ENTITY
RELATIONSHIPS

DEER is a graph representing entity relationships with sentence descriptions. Formally,

we define DEER as a directed graph G = {E ,R}, where E is the set of entities andR is the set

of relation description facts. A relation description fact is a triple (x, s, y), where x, y ∈ E are
the subject and object of s, respectively. s is a sentence describing the relationship between

x and y (Figure 7.1).

To build DEER, the first step is to collect entities and identify related entity pairs, which

can be simply achieved by utilizing existing resources, e.g., Wikipedia, and entity relevance

analysis, e.g., cosine similarity of entity embeddings in Wikipedia2vec [266]. And then,

we need to acquire high-quality relation descriptions for entity pairs. Taking entity pair

(machine learning, algorithm) as an example, a relation description of them can be s1 in

Table 7.1. From the perspective of human understanding, we identify three requirements for

a good relation description:

• Explicitness: The relationship of the target entities is described explicitly. E.g., in s1,

“machine learning explores the study and construction of algorithms” describes the rela-

tionship explicitly; while in s2, the relationship between machine learning and algorithm

is expressed implicitly so that the relationship is difficult to reason.

• Significance: The relationship of the target entities is the point of the sentence. In s1, all
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# Sentence

s1 Machine learning explores the study and construction of algorithms that can learn from
and make predictions on data.

s2 Machine learning is employed in a range of computing tasks where designing and program-
ming explicit, rule-based algorithms is infeasible.

s3 Machine learning includes algorithms that are adaptive or have adaptive variants, which
usually means that the algorithm parameters are automatically adjusted according to statis-
tics about the optimisation thus far.

Table 7.1: Example sentences containing both machine learning and algorithm.

the tokens in the sentence are associated with the relationship between machine learning

and algorithm; while in s3, although the description is explicit, “which ... far” mainly

characterizes algorithm, but not the target entity relationship.

• Correctness: The relationship between target entities is described correctly.

There are other requirements to ensure a good relation description, e.g., the sentence is

coherent, grammatical, of reasonable length. Compared to the above ones, these require-

ments are general requirements for any sentence, but not specific to our problem; therefore,

we put less emphasis on them.

To acquire relation descriptions that satisfy the above requirements, we propose a novel

two-step approach: first extracting relation descriptions from a corpus with the analysis of

dependency patterns (Section 7.4), and then generating relation descriptions for interesting

entity pairs whose relation descriptions are not extracted in the previous step (Section 7.5).

7.4 RELATION DESCRIPTION EXTRACTION

In this section, we introduce our approach for extracting entity relation descriptions from

Wikipedia according to the requirements discussed in Section 7.3.

7.4.1 Preprocessing and Filtering

The goal of preprocessing and filtering is to collect entities and map entity pairs to can-

didate relation descriptions. To ensure correctness, we use Wikipedia dump as the source

corpus23, which is a high-quality corpus covering a wide range of domains. For each article,

we extract the plain text by WikiExtractor24. We split the Wikipedia articles into sentences

23https://dumps.wikimedia.org (enwiki/20210320)
24https://github.com/attardi/wikiextractor
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Dependency label Description

acl clausal modifier of noun (adjectival clause)

advcl adverbial clause modifier

advmod adverbial modifier

amod adjectival modifier

det determiner

mark marker

meta meta modifier

neg negation modifier

nn noun compound modifier

nmod modifier of nominal

npmod noun phrase as adverbial modifier

nummod numeric modifier

poss possession modifier

prep prepositional modifier

quantmod modifier of quantifier

relcl relative clause modifier

appos appositional modifier

aux auxiliary

auxpass auxiliary (passive)

compound compound

cop copula

ccomp clausal complement

xcomp open clausal complement

expl expletive

punct punctuation

nsubj nominal subject

csubj clausal subject

csubjpass clausal subject (passive)

dobj direct object

iobj indirect object

obj object

pobj object of preposition

Table 7.2: Manually collected modifying dependencies in spaCy.

with the NLTK library25 and map entity pairs to candidate relation descriptions with the

following steps:

Entity collection. We collect Wikipedia page titles (surface form) as our entities. To

acquire knowledge and utilize the pre-trained entity embeddings in Wikipedia2Vec [266] in

the later steps, we only keep entities that can be recognized by Wikipedia2Vec.

25https://www.nltk.org
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Local mention-entity mapping. Wikipedia2Vec uses hyperlinks to collect a global

mention-entity dictionary to map the entity mention to the referent entities, like mapping

“apple” to “Apple Inc” or “Apple (food)”. In this work, we follow a similar approach to build

the mapping. To maintain high accuracy and low ambiguity, we craft the entity mention

from the entity by removing the content wrapped by parenthesis and the content after the

first comma. For example, a mention-entity pair could be (“Champaign”, “Champaign, Illi-

nois”) or (“Python”, “Python (programming language)”). Unlike Wikipedia2Vec, we create

a local dictionary for each Wikipedia page. When processing a page, we dynamically update

the dictionary with mention-entity pairs collected from the hyperlinks, and extract the entity

occurrence with the updating dictionary in one pass. This can reduce the ambiguity when

two entities with the same entity mention co-occur on one page and also avoid collecting

trivial entity occurrence on the page.

Hyperlink mapping correction. Using hyperlinks to collect entities will lead to errors

under some conditions: 1) The original link is redirected to a new page, where the title does

not match with the entity in the link; 2) The entity in the link is lower-cased and thus,

does not match with any title. Under the first condition, we just skip this entity because

we require that the entity mention must appear in the sentence to prove its occurrence.

Under the second situation, if there is only one page title matching with the entity under

the case-insensitive setting, we correct the entity to this page title. Otherwise, if there is

more than one match, we use the entity embeddings in Wikipedia2Vec to measure the cosine

similarity between each matched title and the title of the current page and correct the entity

with the most relevant one.

Filtering. Sometimes the entity mention extracted from the sentence may be part of a

bigger noun phrase, which is not an entity mention. For example, suppose we recognize

“algorithm” and “graph” as entity mentions in the sentence “The breadth-first-search algo-

rithm is a way to explore the vertexes of a graph layer by layer.” However, this is not a

good relation description between“algorithm” and “graph” because the subject is “breadth-

first-search algorithm” rather than “algorithm”. Therefore, it is necessary to determine the

completed noun phrase for each entity mention. With the dependency tree of the sentence,

we recursively find all the child tokens and the ancestor tokens that are connected to the

entity mention with a compound dependency. To avoid any confusion, we simply reject the

entity occurrence if its completed noun phrase and entity mention are different.

Besides, to ensure that the length of relation descriptions is reasonable, we only keep the

sentences with the number of tokens ∈ [5, 50]. We also only keep sentences whose shortest
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Figure 7.3: Dependency tree of s1.

dependency path pattern between two target entities starts with nsubj or nsubjpass (more

details are in Section 7.4.2).

7.4.2 Scoring

In this section, we design a scoring function to measure the quality of relation descriptions.

Since we use Wikipedia as the source corpus, the correctness of the extracted sentences can

be largely guaranteed; thus, we focus on measuring explicitness and significance of candidate

relation descriptions.

Shortest Dependency Path as Relation

Inspired by Wu and Weld [263], we use the shortest dependency path to represent the

relation pattern between the target entities in a sentence. For instance, Figure 7.3 shows the

dependency tree of s1 processed by spaCy26. The shortest path between machine learning

and algorithm is: “learning
←−−−
nsubj explores

−−→
dobj study

−−→
prep of

−−→
pobj algorithms”. Following

their notation, we call such a path a corePath. To represent the relation pattern, we collect

dependencies in the path and append “i ” to the dependencies with an inversed direction.

E.g., the relation pattern for the above path is [i nsubj, dobj, prep, pobj]. We remove depen-

dencies that do not affect human understanding. Specifically, we drop the conj and appos

dependencies and replace two consecutive prep with one.

Besides corePath, we also collect the shortest paths between the corePath and the tokens

outside the corePath to represent the relationships between entity relationships and tokens.

For instance, in Figure 7.3, construction is a token outside the corePath between machine

learning and algorithm. The shortest path between it and the corePath is: “study
−−→
conj

construction”. We call this kind of path as subPath. Similar to corePath, we generate the

relation pattern from subPath and drop the conj, appos and compound dependencies.

26https://spacy.io
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Explicitness

Given two entities and a candidate relation description s, we measure the explicitness by

calculating the normalized logarithmic frequency of the relation pattern of the corePath:

ExpScore(s) =
log(fp + 1)

log(fmax + 1)
, (7.1)

where fmax is the frequency of the most frequent corePath relation pattern and fp is the

frequency of the relation pattern in the present corePath. The intuition here is that humans

tend to use explicit structure to explain relations. Thus, we assume that a relation description

is more explicit if its relation pattern is more frequent. Intuitively, if a relation pattern is

unpopular, it is likely that this pattern is either too complicated or contains some rarely

used dependencies. Both of these cases may increase the difficulty in reasoning.

Similar to Wu andWeld [263], we only consider patterns that start with nsubj or nsubjpass,

indicating that one of the target entities is the subject of the sentence. This restriction helps

increase the explicitness of the selected relation description sentences because if one entity

is the subject, the sentence is likely to contain a “argument-predicate-argument” structure

connecting the target entities.

Significance

We measure the significance as the proportion of information that is relevant to the entity

relationship in a sentence. To measure the relevance of each token in the sentence to the

entity relationship, we divide tokens into three categories: 1) core token if the token is in the

corePath; 2) modifying token if the token is in a subPath that is connected to the corePath

through a modifying dependency; and 3) irrelevant token for the rest tokens. The intuition

here is that a sub-dependency tree connected to the corePath with a modifying dependency

is supposed to modify the relationship. We predefined a set of modifying dependencies in

Table 7.2.

We calculate a score for each token in the sentence based on its category and dependency

analysis. Then, the significance score is the average of all the token’s scores. Formally, for

a candidate relation description s, the significance score is

SigScore(s) =

∑
t∈s w(t)

|s|
, (7.2)
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where

w(t) =


1 if t ∈ ct
log(f ′

pt
+1)

log(f ′
max+1)

if t ∈ mt

0 otherwise

, (7.3)

where ct is the set of core tokens and mt is the set of modifying tokens. f ′
pt is the frequency

of the subPath relation pattern from the corePath to the present token t and f ′
max is the fre-

quency of the most frequent subPath relation pattern. The intuition is: with higher relation

pattern frequency, the modifying token is more explicitly related to the entity relationship,

and thus, should have a higher score. This also comes with another useful characteristic:

the score will decrease token by token as we move along the subPath because the frequency

of a subPath relation pattern cannot be greater than the frequency of its parent. With this

characteristic, we can penalize the long modifying subPath as it will distract the focus from

the entity relationship and is less explicitly related to the relationship.

Relation Descriptive Score

To calculate the explicitness and significance, we need to build a database of relation

patterns for both corePath and subPath. We construct both databases with the candidate

relation descriptions and corresponding entity pairs collected from Section 7.4.1 with spaCy.

We also require the two target entities in the sentence are related to a certain threshold.

Intuitively, if two entities are more related, the sentences containing them are more likely to

be relation descriptions; therefore, the extracted corePath relation patterns are more likely

to indicate entity relationships. We measure the relevance of two entities by calculating the

cosine similarity of the entity embeddings in Wikipedia2Vec. We filter out entity pairs (and

the associated sentences) with a relevance score < 0.5. This leads to a collection of 7,186,996

corePaths and 83,265,285 subPaths.

With the databases of relation patterns, we can calculate the explicitness and significance

scores for a candidate relation description. The final score, named Relation Descriptive

Score (RDScore), is computed as the harmonic mean:

RDScore(s) = 2 · ExpScore(s) · SigScore(s)
ExpScore(s) + SigScore(s)

. (7.4)

For each entity pair, we calculate RDScore for all the candidate relation descriptions and

select the candidate with the highest score as the final relation description. To build an initial
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Figure 7.4: The framework of RelationSyn. Given entity pair (x, y) whose relation descrip-
tion is not present in the initial DEER, we first retrieve several reasoning paths from the
graph. And then, we encode (local synthesize) each reasoning path into a latent vector
and concatenate all the latent vectors. Finally, we decode (global synthesize) the vector to
produce relation description s′ for (x, y).

DEER, we keep edges with an entity relevance score ≥ 0.527 and with a relation description

whose RDScore ≥ 0.7528. We refer to this graph as Wiki-DEER0.

7.5 RELATION DESCRIPTION GENERATION

In the previous section, we extract relation descriptions for entity pairs with the analysis

of dependency patterns and build an initial DEER with Wikipedia automatically. However,

for some related entity pairs, there may not exist a sentence that contains both entities;

and although such a sentence exists, it may not be extracted by the system. To solve this

problem, in this section, we introduce Relation Description Generation—generating relation

descriptions for interesting entity pairs.

We form relation description generation as a conditional text generation task: given two

entities, generating a sentence describing the relationship between them with the initial

DEER. Formally, we apply the knowledge-enhanced sequence-to-sequence formulation [274]:

given an entity pair (x, y) and an initial DEER G0, the probability of the output relation

description s is computed auto-regressively:

P (s|x, y,G0) =
m∏
i=1

P (si|s0:i−1, x, y,G0), (7.5)

27Since there is no boundary that delineates whether two entities are related, we consider the relevance
threshold as a hyperparameter.

28This threshold is also a hyperparameter to balance the density of the graph and the quality of relation
descriptions.
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where m is the length of s, si is the ith token of s, and s0 is a special start token.

To incorporate G0 for generation, we propose Relation Description Synthesizing

(RelationSyn). RelationSyn consists of two processes: first retrieving relevant relation

descriptions (reasoning paths) from the graph and then synthesizing them into a final relation

description (Figure 7.4).

7.5.1 Retrieval

To generate a relation description, the model needs knowledge about the target entities

and their relationship. To provide knowledge, we retrieve reasoning paths of the target

entities from the graph.

In DEER, we define a reasoning path q as a path connecting the target entities, which

is called k-hop if it is connected by k edges. For instance, in Figure 7.4, there are two

2-hop reasoning paths between x and y: (x, s11, e11, s12, y) and (x, s21, e21, s22, y), and two 3-

hop reasoning paths: (x, s21, e21, s23, e32, s33, y) and (x, s31, e31, s32, e32, s33, y) in the graph29.

To measure the quality of reasoning paths, we define PathScore as the harmonic mean of

RDScore of relation descriptions in the path:

PathScore(q) =
|Sq|∑

s∈Sq

1
RDScore(s)

, (7.6)

where Sq is the set of relation descriptions in q, and |Sq| = k.

Reasoning paths are helpful for relation description generation. For instance, from rea-

soning path (deep learning, s′1, machine learning, s′2, artificial intelligence) (refer to Figure

7.1 for s′1 and s′2), we can infer the relationship between deep learning and AI : deep learning

is the dominant approach for ML, while ML grew out of the quest for AI ; therefore, deep

learning is an important technology for the development of artificial intelligence.

However, not all reasoning paths are equally useful. Longer reasoning paths are usually

more difficult to reason, while paths with higher PathScore usually contain more explicit

and significant relation descriptions. Therefore, when retrieving reasoning paths for an

entity pair, we first sort the paths by their length (shorter first) and then by their PathScore

(higher first).

29In order to collect more reasoning paths as knowledge for generation, we ignore the directions of edges.
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# nodes # edges average sentence length

1,378,471 2,890,718 19.9

Table 7.3: The statistics of Wiki-DEER0.

7.5.2 Synthesizing

According to Section 7.5.1, we may retrieve multiple reasoning paths for an entity pair

whose relation description is missed in the initial DEER. In this section, we focus on synthe-

sizing relation descriptions in the retrieved reasoning paths into a final relation description

of the target entities based on T5 [207] and Fusion-in-Decoder [104].

We first convert each reasoning path to a sequence using the following encoding scheme:

e.g., (x, s31, e31, s32,

e32, s33, y) → “entity1: x entity2: y path: x; e31; e32; y sentence1: s31 sentence2: s32

sentence3: s33”. And then, we encode the sequence with the encoder of T5. In this way,

the relation descriptions in each reasoning path are synthesized into a latent vector, named

“local synthesizing”.

After local synthesizing, we concatenate the latent vectors of all the retrieved reasoning

paths to form a global latent vector. The decoder of T5 performs attention over the global

latent vector and produces the final relation description. We name this process as “global

synthesizing”.

Combining retrieval and synthesizing, given two entities, we first retrieve m reasoning

paths connecting the target entities according to their length and PathScore, and then

synthesize them to produce the target relation description. We refer to this model as

RelationSyn-m.

7.6 EVALUATION

In this section, we verify the proposed methods for building DEER by conducting experi-

ments on relation description extraction and generation.

7.6.1 Relation Description Extraction

We first present the statistics of the initial DEER built with Wikipedia in Table 7.3.

To evaluate the quality of relation descriptions in the graph, we randomly sample 100 entity
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Rating Criterion

5 The relation description is explicit, significant, and correct, with which users can
understand the relationship correctly and easily.

4 The relation description is a bit less explicit (reasoning is a bit indirect or description
is a bit unclear), less significant (containing a little irrelevant content), and less
correct (containing minor errors that do not affect the understanding).

3 The relation description is fairly explicit, significant, and correct, while users can
still understand the relationship.

2 The relation description is not explicit (reasoning is difficult or description is un-
clear), significant (containing much irrelevant content), or correct (containing major
errors that affect the understanding), while users can still infer the relationship to
some extent.

1 The relation description is completely wrong or does not show any relationship
between the two entities.

Table 7.4: Annotation guidelines excerpt.

Rating (1-5)

Random 2.75

ExpScore 3.77
SigScore 3.84

RDScore 4.18

Table 7.5: Qualitative results of extraction.

pairs from the graph30 and ask three human annotators (graduate students doing research

on computational linguistics) to assign a graded value (1-5) for each relation description

according to Table 7.4.

Since previous works on relation description extraction are supervised and only limited to

several explicit relation types, e.g., 9 in Voskarides et al. [243], it is impractical and mean-

ingless to compare with them. For instance, the relationship of (Arthur Samuel, Machine

Learning) is not available or even not considered by the previous methods. Therefore, we

verify the effectiveness of our model by comparing different variants of the model:

• Random: A sentence containing the target entities is randomly selected as the relation

description.

• ExpScore: The sentence with the highest explicitness is selected according to Eq. (7.1).

• SigScore: The sentence with the highest significance is selected according to Eq. (7.2).

30More specifically, for better comparison with generation later, we sample 100 entity pairs from the test
set in Table 7.6.
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train valid test

size 847,792 17,662 17,663

Table 7.6: The statistics of data for generation.

• RDScore: The sentence with the highest RDScore is selected according to Eq. (7.4).

Table 7.5 shows the human evaluation results for relation description extraction, with an

average pairwise Cohen’s κ of 0.66 (good agreement). From the results, we observe that

both our explicitness and significance measurements are important to ensure a good relation

description. In addition, RDScore achieves an average rating of 4.18, which means that most

of the selected sentences are high-quality relation descriptions, further indicating that the

quality of Wiki-DEER0 is high.

7.6.2 Relation Description Generation

Experimental Setup

Data construction. We build a dataset for relation description generation as follows: for

an entity pair with a relation description in Wiki-DEER0, we hide the relation description

and consider it as the target for generation. The goal is to recover/generate the target

relation description with the rest of the graph31. For instance, in Figure 7.4, we hide the

edge (relation description s) between x and y and use the remaining reasoning paths to

recover s. We train and test on entity pairs with ≥ 5 reasoning paths connecting them. The

statistics of the data are reported in Table 7.6.

Models. The task of relation description generation is relevant to Open Relation Modeling

[88]—a recent work aimed at generating sentences capturing general relations between enti-

ties conditioned on entity pairs. To the best of our knowledge, no other existing work can

generate relation descriptions for any two related entities (since open relation modeling has

only just been introduced). Therefore, we mainly compare the models proposed in Huang

et al. [88] with several variants of our model:

• RelationBART (Vanilla): The vanilla model proposed in Huang et al. [88] for generat-

ing entity relation descriptions, where BART [135] is fine-tuned on a training data whose

inputs are entity pairs and outputs are corresponding relation descriptions.

31To increase the difficulty of the task, we assume these two entities do not co-occur in the corpus, i.e.,
we do not utilize any sentence containing both the target entities for generation.
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• RelationBART-MP + PS: The best model proposed in Huang et al. [88], which incor-

porates Wikidata by selecting the most interpretable and informative reasoning path in

the KG automatically for helping generate relation descriptions.

• RelationSyn-0: A reduced variant of our model, where the encoding scheme of the input

is only “entity1: x entity2: y”, i.e., no reasoning path and relation description is fed to

the encoder.

• RelationSyn-m: The proposed relation description synthesizing model (Section 7.5),

where m is the maximum number of retrieved reasoning paths for an entity pair.

Metrics. We perform both quantitative and qualitative evaluation. Following Huang et al.

[88], we apply several automatic metrics, including BLEU [186], ROUGE-L [146], METEOR

[12], and BERTScore [278]. Among them, BLEU, ROUGE, and METEOR focus on measur-

ing surface similarities between the generated relation descriptions and the target relation

descriptions, and BERTScore is based on the similarities of contextual token embeddings.

We also ask three human annotators to evaluate the output relation descriptions with the

same rating scale in Table 7.4.

Implementation details. We train and evaluate all the baselines and variants on the same

train/valid/test split. For RelationBART (Vanilla) and RelationBART-MP + PS, we apply

the official implementation32 and adopt the default hyperparameters. The training converges

in 50 epochs. For our models, we modify the implementation of Fusion-in-Decoder33 and

initialize the model with the T5-base configuration. All the baseline models for RelationSyn

are trained under the same batch size of 8 with a learning rate of 0.0001 and evaluated on

the validation set every 5000 steps. The training is considered converged and terminated

with no better performance on the validation set in 20 evaluations. The training of all

models converges in 20 epochs. The training time is about one week on a single NVIDIA

A40 GPU. For evaluation, the signature of BERTScore is: roberta-large-mnli L19 no-idf

version=0.3.11(hug trans=4.15.0).

Quantitative Evaluation

Table 7.7 reports the results of relation description generation with the automatic metrics.

We observe that our best model RelationSyn-5 outperforms the state-of-the-art model for

open relation modeling significantly. We also observe that RelationSyn-1 performs better

32https://github.com/jeffhj/open-relation-modeling
33https://github.com/facebookresearch/FiD
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BLEU ROUGE METEOR BERTScore

RealtionBART-Vanilla [88] 19.61 41.52 20.48 82.99
RealtionBART-MP + PS [88] 21.64 42.62 21.40 83.29

RelationSyn-0 20.83 41.46 20.66 82.84

RelationSyn-1 22.43 42.74 21.65 83.41
RelationSyn-3 23.26 43.33 22.12 83.63
RelationSyn-5 23.88 43.56 22.40 83.70

Table 7.7: Quantitative results of relation description generation.

Rating (1-5)

Random 2.75
RDScore (Oracle) 4.18

RealtionBART-MP + PS 3.12
RelationSyn-0 3.08
RelationSyn-1 3.34
RelationSyn-5 3.47

Table 7.8: Qualitative results of generation.

than RelationSyn-0, which means that reasoning paths in DEER are helpful for relation

description generation. In addition, as the number of reasoning paths, i.e., m, increases,

the performance of RelationSyn-m improves. This demonstrates that the proposed model

can synthesize multiple relation descriptions in different reasoning paths into a final relation

description.

Qualitative Evaluation

We also conduct qualitative experiments to measure the quality of generated relation de-

scriptions. For a better comparison with extraction, we sample the same 100 entity pairs

from the test set as in Section 7.6.1. From the results in Table 7.8, we observe that the

quality of generated relation descriptions is higher than that of random sentences contain-

ing the target entities. The best model, RelationSyn-5, achieves a rating of 3.47, which

means the model can generate reasonable relation descriptions. However, the performance

is still much worse than Oracle, i.e., relation descriptions extracted by our best extraction

model (RDScore). This indicates that generating high-quality relation descriptions is still a

challenging task.
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7.6.3 Case Study and Error Analysis

In Table 7.9, we show some sample outputs in the test set of relation description generation

of three extraction models: ExpScore, SigScore, RDScore, and three generation models:

RelationSyn-0, RelationSyn-1, RelationSyn-5.

For extraction, we observe that if we only consider the explicitness of the sentence, the

selected sentence may contain a lot of stuff that is irrelevant to the entity relationship, e.g.,

(Mucus, Stomach). And if we only consider the significance, the relationship between entities

may be described implicitly; thus the relationship is difficult to reason out, e.g., (Surfers

Paradise, Queensland) and (Knowledge, Epistemology). And the combination of them, i.e.,

RDScore, yields better relation descriptions.

For generation, we notice that RelationSyn-0 suffers severely from hallucinations, i.e.,

generating irrelevant or contradicted facts. E.g., the relation descriptions generated for

(Dayan Khan, Oirats) is incorrect. By incorporating relation descriptions in the reasoning

paths as knowledge, hallucination is alleviated to some extent, leading to better performance

of RelationSyn-1 and RelationSyn-5.

From the human evaluation results, we also find that the correctness of relation descrip-

tions extracted by RDScore is largely guaranteed. However, sometimes, the extracted sen-

tences are still a bit implicit or not significant. In contrast to this, the relation descriptions

generated by RelationSyn are usually explicit and significant (the average RDScore of the

relation descriptions generated by RelationSyn-5 is 0.886, compared to 0.853 of Oracle), but

contain major or minor errors. We think this is because most of the relation descriptions

extracted by RDScore are explicit and significant, and the generation model can mimic the

dominant style of relation descriptions in the training set. However, it is still challenging to

generate fully correct relation descriptions by synthesizing existing relation descriptions.

We also attempted to find the eight entity pairs in Table 7.9 in Wikidata. Among them,

only (Surfers Paradise, Queensland) is present in Wikidata. This further confirms that

DEER can model a wider range of entity relationships.

7.6.4 Application

In Figure 7.5, we demonstrate an application of DEER in the biomedical domain. First,

the constructed descriptive knowledge graph itself can serve as the exploration system, facil-

itating efficient retrieval of relational knowledge and enabling tasks such as drug repurposing

and literature curation. Second, the graph can serve as a knowledge source for LLMs such

as ChatGPT to summarize information and perform knowledge reasoning between related
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ExpScore SigScore RDScore RelationSyn-0 RelationSyn-1 RelationSyn-5

(Mucus,
Stomach)

As the first two
chemicals may
damage the stom-
ach wall, mucus
is secreted by the
stomach, provid-
ing a slimy layer
that acts as a
shield against the
damaging effects
of the chemicals.

The mucus pro-
duced by these
cells is extremely
important, as
it prevents the
stomach from
digesting itself.

The mucus pro-
duced by these
cells is extremely
important, as
it prevents the
stomach from
digesting itself.

Mucus is a fluid
that is produced
by the stomach.

Mucus is the
main barrier to
mucus from the
stomach.

Mucus is a thick,
protective fluid
that is secreted
by the stomach.

(Surfers
Paradise,
Queensland)

Surfers Paradise
is a coastal town
and suburb in
the City of Gold
Coast, Queens-
land, Australia.

In 2009 as part
of the Q150 cel-
ebrations, Surfers
Paradise was an-
nounced as one
of the Q150 Icons
of Queensland for
its role as a ”loca-
tion”.

Surfers Paradise
is a coastal town
and suburb in
the City of Gold
Coast, Queens-
land, Australia.

Surfers Par-
adise is a coastal
suburb in the
City of Brisbane,
Queensland, Aus-
tralia.

Surfers Paradise
is a coastal town
and locality in the
Shire of Mareeba,
Queensland, Aus-
tralia.

Surfers Paradise
is a coastal sub-
urb in the City of
Redland, Queens-
land, Australia.

(Parkinson’s
disease,
Dopamine)

Thus for the
first time the
reserpine-induced
Parkinsonism
in laboratory
animals and,
by implication,
Parkinson’s dis-
ease in humans
was related to de-
pletion of striatal
dopamine.

Parkinson’s
disease is char-
acterized by the
death of cells
that produce
dopamine, a neu-
rotransmitter.

Parkinson’s dis-
ease is associated
with the degener-
ation of dopamine
and other neu-
rodegenerative
events.

Parkinson’s
disease is a neu-
rodegenerative
disease involv-
ing the loss of
dopamine in the
brain.

Parkinson’s
disease is a neu-
rodegenerative
disease character-
ized by the loss
of dopamine.

Parkinson’s
disease is a neu-
rodegenerative
disorder charac-
terized by a slow
and steady loss of
dopamine in the
substantia nigra.

(Dayan Khan,
Oirats)

Mandukhai and
Dayan Khan
defeated the
Oirats and the
taishis who ruled
the Yellow River
Mongols.

By 1510 Dayan
Khan had unified
the entire Mon-
gol nation includ-
ing Oirats.

By 1510 Dayan
Khan had unified
the entire Mon-
gol nation includ-
ing Oirats.

Dayan Khan was
a khan of the
Oirats.

Dayan Khan was
a khan of the
Oirats.

Dayan Khan de-
feated the Oirats
in 1510 with the
assistance of the
Four Oirats.

(Knowledge,
Epistemol-
ogy)

In epistemol-
ogy, descriptive
knowledge is
knowledge that
can be expressed
in a declarative
sentence or an
indicative propo-
sition.

These questions,
but particularly
the problem of
how experience
and knowledge
interrelate, have
broad theoretical
and practical
implications for
such academic
disciplines as
epistemology,
linguistics, and
psychology.

Knowledge is the
primary subject
of the field of
epistemology,
which studies
what we know,
how we come
to know it, and
what it means to
know something.

In epistemology,
knowledge is a de-
scription of the
possible meaning
of knowledge.

In philosophy,
aristocratic
knowledge is a
form of knowl-
edge that can be
gained through
experience,
through the use
of a method of
epistemology.

In the philoso-
phy of epistemol-
ogy, knowledge is
often referred to
as ”a priori” or
”synthetic”.

(Twilight,
Sunset)

Twilight is the
period of night af-
ter sunset or be-
fore sunrise when
the Sun still il-
luminates the sky
when it is below
the horizon.

Near the summer
solstice, there are
less than 8 hours
between sunset
and sunrise, with
twilight lasting
past 10 pm.

Twilight is the
period of night af-
ter sunset or be-
fore sunrise when
the Sun still il-
luminates the sky
when it is below
the horizon.

Twilight is the
period of daylight
between sunrise
and sunset when
the Sun is below
the horizon.

Twilight is the
period of dark-
ness when the
Sun is below the
horizon.

Twilight is the
period of dark-
ness from sunset
to sunrise when
the Sun is below
the horizon.

Table 7.9: Sample of relation descriptions produced by ExpScore, SigScore, RDScore, and
RelationSyn-m.
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Figure 7.5: The web interface of an exploration system built upon DEER. The interface shows
a graph retrieved by a two-hop query: “COVID19”—10 “Disease or Syndrome” entities—5
“Pharmacologic Substance” related entity types. The metformin is selected (in blue) and
a directed path, COVID19 → Respiratory Distress Syndrome, Adult → metformin, is used
for relation summary by ChatGPT and relation synthesis model.

entities. We leave the multiple-hop reasoning of LLMs with DEER for more general tasks to

future work.34

7.7 CONCLUSION

In this chapter, we present DEER —an open and informative form of modeling relation-

ships between entities. To avoid tremendous human efforts, we design a novel self-supervised

learning approach to extract relation descriptions from Wikipedia. To provide relation de-

scriptions for related entity pairs whose relation descriptions are not extracted in the previous

step, we study relation description generation by synthesizing relation descriptions in the

retrieved reasoning paths. We believe that DEER can not only serve as a direct application

to help understand entity relationships but also be utilized as an external knowledge source

to facilitate LLMs in performing knowledge reasoning.

34For more details about the system, please refer to Zhu et al. [286].
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CHAPTER 8: CITATION: A KEY TO BUILDING RESPONSIBLE AND
ACCOUNTABLE LARGE LANGUAGE MODELS

In this chapter, we explore a novel angle to mitigate risks in Large Language Models

(LLMs), drawing parallels between LLMs and established web systems. We identify “ci-

tation” as a crucial yet missing component in LLMs, which could enhance content trans-

parency and verifiability while addressing IP and ethical dilemmas. We further propose that

a comprehensive citation mechanism for LLMs should account for both non-parametric and

parametric content. Despite the complexity of implementing such a citation mechanism,

along with the inherent potential pitfalls, we advocate for its development. Building on

this foundation, we outline several research problems in this area, aiming to guide future

explorations towards building more responsible and accountable LLMs.35

8.1 INTRODUCTION

The landscape of artificial intelligence is undergoing rapid transformation, spurred by the

emergence of Large Language Models (LLMs) such as ChatGPT/GPT-4 [178, 179]. These

models, recognized for their striking ability to generate human-like text, have shown enor-

mous potential in various applications, from information provision to personalized assistance.

Nonetheless, their capabilities bring along substantial risks, including intellectual property

(IP) and ethical concerns [14, 23, 26, 27, 36, 54, 59, 95, 131, 139, 219].

Research by Carlini et al. [27], Huang et al. [95], for instance, reveals that LLMs are prone

to memorizing extensive segments of their training data, including sensitive information.

This can result in violations of IP and ethical guidelines. Furthermore, studies by Brown

et al. [23], El-Mhamdi et al. [54] suggest that current protective measures fail to provide a

comprehensive and meaningful notion of safety for LLMs, making it seemingly impossible to

develop safety-preserving, high-accuracy large language models even when trained on public

corpora.

While the notion of building an entirely safe LLM might appear daunting, it is crucial

to acknowledge that many well-established systems, such as the Web, grapple with similar

challenges and have not yet reached absolute safety. Recent legislation like the Online News

Act36, which requires online search engines to compensate Canadian online news outlets for

their content, underscores the ongoing issues around content use and compensation on the

Web. Furthermore, the Web continues to be a breeding ground for both sensitive information

35The material in this chapter is based on Huang and Chang [90].
36https://www.canada.ca/en/canadian-heritage/services/online-news.html
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and misinformation. Hence, expecting a completely risk-free LLM may be an over-ask.

Instead, our focus should be on accurately quantifying these risks and developing effective

mitigation strategies. It is not about achieving absolute security, but about responsibly

managing and minimizing risks in an ethically sound manner.

Guided by these insights, we propose to examine the problem through a different lens: Can

we draw parallels between the risks inherent to LLMs and those experienced by established

systems such as search engines and the Web? Can we devise strategies to decrease these

risks by aligning with the practices of these mature systems?

In examining systems like the Web and search engines, we observe a common and robust

practice employed to manage IP and ethical concerns: the use of “citations”. Broadly

defined, a “citation” refers to the act of mentioning or referencing a source or piece of

evidence. For example, search engine results also serve as a form of citation, with each entry

typically consisting of a title, URL, and brief description. These components collectively

cite the webpage’s content, offering the user an overview and inviting them to explore the

source in greater depth. Citations thus act as anchors for accountability and credit in

these systems, providing traceability, preventing plagiarism, and ensuring credit is correctly

attributed. They also contribute to transparency, allowing users to verify the information’s

source.

Upon reflection, it becomes clear that LLMs lack this critical functionality. When LLMs

generate content without citations, their output is perceived as independent and self-derived.

This creates two significant issues: firstly, when the model produces valuable information, it

fails to credit the source it relies on; secondly, when it generates harmful content, it becomes

challenging to assign accountability. Incorporating the ability to cite could not only address

these ethical and legal conundrums but also bolster the transparency, credibility, and overall

integrity of the content generated by LLMs.

However, implementing a “citation” mechanism in LLMs is not as straightforward as it

might seem. Unlike the Web, which explicitly links and references sources, LLMs internalize

the information and transform it into hidden representations, making accurate citation a

significant technical challenge. Although some strides have been made in this direction, as

seen in systems like New Bing37 and Perplexity AI38, they fall short on several fronts. First,

the citations provided in the response of existing systems are often inaccurate [67, 151].

Moreover, these systems typically only cite non-parametric content, i.e., content directly

retrieved from external sources such as the Web. However, they neglect parametric content,

the knowledge embedded in the model parameters, which also needs appropriate credit

37https://www.bing.com/new
38https://www.perplexity.ai
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attribution and consideration for potential harm.

This chapter embarks on an exploratory journey into the potential of integrating a citation

mechanism within large language models, examining its prospective benefits, the inherent

technical obstacles, and foreseeable pitfalls. We delve into approaches to cite both non-

parametric and parametric content, considering the unique characteristics of each type.

We also identify and discuss potential setbacks, such as reduced creativity, dissemination

of sensitive information, and citation bias. Building on this foundation, we lay bare the

hurdles in our path, presenting them as enticing problems for future research. Through this

endeavor, we aim to stimulate further discussion and research towards building responsible

and accountable large language models.

8.2 OVERVIEW OF LARGE LANGUAGE MODELS

Large language models are typically built on the foundation of transformer architec-

tures [241]. The training process of LLMs usually involves self-supervised learning on vast

quantities of text data, including books, articles, and internet content, primarily sourced

from the Web. During this stage, models are exposed to diverse textual data, allowing them

to learn grammar, facts [197], and even reasoning abilities [89, 258].

Following the initial training, models may undergo further training on smaller, labeled

datasets. For instance, ChatGPT [178], a prominent LLM, is fine-tuned on a carefully

curated dataset consisting of demonstrations and comparisons, which help the model learn

how to generate appropriate responses in conversational contexts.

Risks in LLMs. While LLMs offer numerous benefits, they also pose significant

risks [27, 54, 74, 95, 139]. El-Mhamdi et al. [54] highlight these risks, concluding that it

is fundamentally impossible to develop safety-preserving, high-accuracy LLMs due to the

fundamental intrinsic impossibility of the foundation model learning problem. As they sum-

marized, LLMs achieve optimal performance by employing high-dimensional interpolation,

necessitating vast quantities of user-generated data. However, language data from genuine

users is intrinsically diverse, with significant variations in individual preferences and styles.

This results in empirical heterogeneity, which in turn contributes to the vulnerability of

LLMs, particularly when handling sensitive data or encountering fabricated information

from fake accounts.
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Men may be better at 
STEM.

According to [1], men may 
be better at STEM.

LLMs memorize a lot of 
training data.

LLMs memorize a lot of 
training data [1].

Figure 8.1: Examples without (left) and with (right) citations. In the first case, citations
serve as a way to appropriately credit authors. In the second case, citing the original source
of a biased statement ensures that the bias is not misconstrued as the model’s opinion.

8.3 “CITATION” IN LLMS

As discussed in the introduction, expecting a risk-free LLM may be an over-ask. The

key lies in responsibly managing and minimizing risks in an ethically sound manner. By

drawing a comparison between LLMs and the Web, we find that “citation” is a key missing

component in LLMs.

Figure 8.1 illustrates model generations with and without citations. In the absence of a

citation, there is a potential risk of misunderstanding, leading one to believe that the claim

is an opinion or statement formulated by the LLM itself. This not only fails to appropriately

credit the original authors, but could also result in ethical dilemmas if the claim is inaccurate

or misrepresented.

On the other hand, the inclusion of citations can act as a multifaceted solution to these

concerns. Primarily, it helps to mitigate intellectual property and ethical disputes by sig-

naling that the information is not a product of the LLM’s “opinion”, but a reflection of

the cited source. Additionally, citations would enhance the transparency and verifiability

of the LLM’s output. By indicating the source from which the information is derived, they

provide a clear pathway for users to independently verify the validity and context of the

information.39

8.4 IMPLEMENTATION OF CITATION IN LLMS

In this section, we embark on exploring the potential of incorporating a “citation” mech-

anism within LLMs. We start our exploration by defining when it would be ideal for an

LLM to provide a citation, drawing insights from established practices in academia and ex-

39However, citation may also lead to certain potential pitfalls; please refer to Section 8.5 and Section 8.6
for more details.
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isting systems like search engines and the Web. We then delve into discussing the possible

strategies for effectively implementing citations in LLMs, confronting the methodological

and technical intricacies this endeavor involves.

8.4.1 When to Cite?

In academic or professional writing, a citation is typically required when using someone

else’s ideas, concepts, data, or specific language. For LLMs, determining when to provide a

citation is a considerably more challenging task. Given the vast and varied range of queries

posed to LLMs, it is crucial to establish when a citation would be appropriate or necessary.

A fundamental rule could be that any fact, idea, or concept that is not general knowledge

should be cited. This mirrors the existing conventions on the Web, where sources for specific

information are typically provided. For instance, widely known facts like “The Earth revolves

around the Sun” would not necessitate a citation, while a less well-known fact like “The

fastest spinning stars can rotate more than 600 times per second” would warrant one.

Moreover, the need for a citation could also depend on the nature of the task LLMs

are performing. Certain tasks may not necessitate citations, particularly if the output is a

reformulation or reinterpretation of the input. For example, in summarization tasks, LLMs

condense the input data without introducing new information. The resultant summary is

hence an interpretation of the input, and typically, a citation may not be needed for such

tasks. Similarly, translation tasks involve converting content from one language to another,

without the introduction of novel information.

In essence, while the need for citations in LLMs is task-dependent and context-specific,

the guiding principles should be the commitment to knowledge integrity, respect for intellec-

tual property, and adherence to ethical norms. These are similar principles that guide the

management of intellectual property and ethical concerns on the Web and in search engines.

8.4.2 How to Cite?

Incorporating citations in LLMs ideally involves connecting outputs to the original source

of information. However, this presents a notable technical challenge. During LLMs’ training,

information is transformed into hidden representations, unlike search engines which possess

indices to track and retrieve information. In the case of LLMs, this index is absent, which

makes referencing the original source a daunting task. In this section, we delve into the

consideration of citations for both non-parametric and parametric content (Figure 8.2).
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LLMs memorize a lot of training data [1].LLMs

LLMs memorize a lot of training data.

non-parametric (pre-hoc)

non-parametric (post-hoc)

parametric

[1] source 1

Figure 8.2: Non-parametric and parametric citations.

Citation for non-parametric content

As a potential solution to prevailing challenges, one could design a hybrid system that

merges large language models with information retrieval (IR) systems. In this approach, the

model is trained to discern when a citation might be required. Subsequently, the IR system

is utilized to retrieve relevant sources, namely, non-parametric content. The LLM can then

incorporate these sources into its responses as citations. We identify two strategies for citing

non-parametric content:

• Pre-hoc citation : This approach involves first identifying the need for a citation in the

upcoming dialogue or content generation. Once this requirement is recognized, the LLM

triggers the IR system to retrieve the necessary information. The LLM then generates its

response, seamlessly incorporating the retrieved non-parametric content as citations. This

technique can be associated with the broader body of research that augments language

models with retrieval [20, 75, 94, 104, 105, 136, 166, 223, 249].

• Post-hoc citation : Conversely, in this strategy, the LLM initially produces a response.

An evaluation process then scrutinizes the generated content to ascertain whether a ci-

tation is necessary. If a citation is deemed necessary, the IR system is used to locate

the appropriate non-parametric content, which is subsequently inserted into the exist-

ing text as a citation. Related research includes measuring or requiring attribution in

LLMs [65, 67, 84, 151, 209, 275].

In practical applications, a combination of both pre-hoc and post-hoc citation methods

could be adopted for an optimized method. This mixed approach would employ the initial

identification and retrieval of potential citations in line with the pre-hoc method, followed by

a post-hoc evaluation to refine the integration of citations based on the generated content.

This blend of proactive retrieval and reactive refinement could facilitate the creation of
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robust, accurate, and well-supported content, while also mitigating intellectual property

and ethical concerns surrounding LLMs.

Citation for parametric content

In addition to the non-parametric content, i.e., content directly retrieved from external

sources such as the Web, parametric content, which refers to information internalized from

the training data, also needs appropriate credit attribution and consideration for potential

harm. However, crafting a citation strategy for parametric content presents its own set of

unique challenges.

The fundamental challenge is the underlying nature of how LLMs process and internalize

information. During training, LLMs assimilate vast amounts of data and transform them into

an intricate, high-dimensional space that represents learned patterns and structures. The

transformation process, rooted in complex mathematical operations, does not inherently

retain any clear mapping back to individual data points in the training set. Consequently,

generated content cannot easily be traced back to specific training data [10, 72, 124, 187].

This situation is further complicated by the fact that an output generated by LLMs is

typically influenced by a multitude of training data points, rather than a single source.

This is due to the multi-faceted and context-sensitive nature of language understanding

and generation, where a single output can be influenced by a diverse range of linguistic

patterns and structures. Thus, the task of accurately attributing a generated output to

specific training data pieces is a complex and multifaceted problem that involves unpacking

the high-dimensional representations in the model.

Despite these challenges, potential solutions exist. A conceivable approach involves train-

ing the model with source identifiers, essentially tags that link specific pieces of infor-

mation back to their original sources. During training, the model could then be encouraged

to retain these identifiers. This would provide a more transparent lineage of information,

thereby enhancing accountability. A relevant attempt in this direction was made by Taylor

et al. [236], which used special reference tokens to wrap citations and trained models to pre-

dict these citations. However, it exhibited certain limitations, such as citation inaccuracy

and confinement to academic citations. The successful execution of this method would likely

call for advancements in model architecture and training techniques, thereby highlighting

intriguing directions for future research.
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8.5 PITFALLS OF CITATION IN LLMS

While citations in LLMs can potentially mitigate risks such as IP and ethical issues, as

well as improve transparency and verifiability, it is crucial to consider potential pitfalls.

Over-Citation and Sensitive Information Dissemination. The implementation of

a citation system in LLMs poses the risk of over-citation, where the excessive use of ref-

erences might expose more information than necessary. This overexposure could lead to

information overload, diluting the significance of critical citations. Moreover, over-citation

might inadvertently elevate the risk of disseminating sensitive information [95, 139, 219].

An ill-intentioned user could exploit these extensive citations to gather additional sensitive

information.

Inaccurate Citations. Another potential pitfall of implementing citations in LLMs is the

risk of inaccurate citations [67, 151]. Given that LLMs may not possess a deep understanding

of the content they are trained on or the sources they are citing, there is a chance that

they could incorrectly attribute information to a source that does not actually contain that

information. Inaccurate citations could mislead users, causing them to believe that a piece

of information is verified and supported by a credible source, when in fact, it is not.

Outdated Citations. With the continuous expansion and evolution of knowledge, there

is a risk that the sources an LLM cites may become outdated or irrelevant over time. This

is particularly likely in fast-evolving fields where new discoveries or advancements quickly

supersede existing knowledge. As LLMs are trained on a fixed dataset, their generated

content and the sources they cite may not reflect the most current or accurate information.

Therefore, there is a potential for LLMs to propagate outdated knowledge, misleading users

who rely on the generated content and the cited sources for information.

Propagation of Misinformation. The risk of propagation of misinformation presents

a significant concern in the application of LLMs [184]. As LLMs generate output based

on the data they have been trained on, there is a chance they could inadvertently cite

or echo unreliable or misleading sources, thereby spreading misinformation. This problem

could potentially be amplified by the addition of a citation mechanism. A misinterpreted or

incorrect citation could be perceived as an authoritative endorsement, inadvertently lending

credibility to inaccurate or misleading content.

Citation Bias. Implementing citations in LLMs can also lead to citation bias [14, 71, 107,

167, 218]. Models may tend to cite certain types of sources over others, either due to the
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LLMs memorize a lot of training data [1].
[1] source 1-1

According to [1], women are better
suited for caregiving roles than men.
[1] source 3-1

The phone number of John Doe is … [1].
[1] source 2-1

According to [1], women are better
suited for caregiving roles than men.
However, another study shows … [2].
[1] source 3-1
[2] source 3-2

Sorry, but I can’t assist with that.
[1] source 2-1 (flag source)

LLMs memorize a lot of training data [1].
[1] source 1-1

Verifiability ✓, …

Bias ✓, PII ✓, …

Verifiability ✓, …

Bias ✓, PII ✕, …

Verifiability ✓, …

Bias ✕, PII ✓, …

Verifiability ✕, … Sorry, I don’t know …

Figure 8.3: Citation with a multifaceted implementation. 1) If a statement cannot be verified
by a reliable source, the model can learn to respond with “I don’t know”; 2) If the generated
output contains sensitive information, such as Personally Identifiable Information (PII), the
model should refuse to answer and flag the source to alert the maintainer; 3) If the generated
output is detected to reflect a certain bias, the model should refine its response to be more
comprehensive and unbiased.

characteristics of the training data or inherent biases in the retrieval mechanism of the IR

system. This could lead to an over-reliance on certain types of information and unintentional

promotion of certain viewpoints.

Potential for Diminished Creativity. The integration of citations could inadvertently

cause a decrease in the creative outputs of the model. When prompted to generate innovative

text or propose creative solutions, LLMs might become over-reliant on existing, citable

information, thus stifling their novel content generation.

Legal Implications. The utilization of citations could also bring forth legal implications.

The introduction of citations could imply a level of responsibility and accountability that the

LLM, as an artificial entity, is not equipped to handle. Legal systems around the globe have

not yet achieved a consensus on addressing legal issues associated with artificial intelligence,

its outputs, and the individuals or entities that create and operate these systems. The

inclusion of citations could further complicate these discussions.

8.6 BARRIERS AND RESEARCH PROBLEMS

Building on the potential solutions and pitfalls discussed above, we delve into the primary

barriers and corresponding research problems that need to be addressed for successful citation

implementation in large language models. Figure 8.3 illustrates examples showing that the
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inclusion of a citation should be combined with a multifaceted implementation by addressing

these research problems.

8.6.1 Determining When to Cite

Deciding when an LLM should cite its sources is a complex issue. While it may be intu-

itive to suggest that LLMs should always cite sources when they generate information that

is not common knowledge (Section 8.4.1), defining what constitutes “common knowledge”

is itself a difficult task. Furthermore, as discussed in Section 8.5, it is essential to consider

the potential risks associated with over-citation, particularly the increased risk of sensitive

information dissemination [95, 139, 219]. LLMs may inadvertently expose sensitive informa-

tion or contribute to information overload if they include unnecessary or excessive citations.

Balancing the need for transparency and accountability with the need to protect privacy

and prevent information overload is a critical challenge that needs to be addressed.

8.6.2 Addressing Hallucination in Citation

Hallucination in large language models refers to the phenomenon where the models gener-

ate information not grounded in their training data, and that cannot be verified or is simply

incorrect [109, 280]. The incorporation of a citation feature can both alleviate and exacer-

bate this issue. On the one hand, requiring LLMs to link generated information to a tangible

source can serve as a form of external verification, potentially restraining the model from

generating completely baseless or hallucinated content. The requirement for a source may

encourage the model to better align its output with the available data, thereby reducing the

likelihood of hallucination.

On the other hand, the citation mechanism itself can potentially hallucinate. If not metic-

ulously designed and implemented, it may end up citing incorrect or non-existent sources

[67, 151]. This presents a twofold challenge: Not only is the generated content incorrect,

but the citation misleads users into believing that the content is verified and substantiated

by the cited source. This issue necessitates the development of techniques to enhance the

model’s ability to accurately represent the information present in the source, and equip the

model to cross-check the consistency of the generated content with the content of the cited

source.
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8.6.3 Maintaining Temporal Relevance of Citations

In the pursuit of an effective citation mechanism within LLMs, it is essential to address the

need for the model’s ability to stay updated with the most recent and relevant knowledge.

One potential approach towards this challenge is inspired by the operational principles of

search engines. In their bid to stay relevant, search engines continuously update their indexes

and ranking algorithms to reflect the latest web. A similar approach could be adopted for

LLMs, where they could be designed for ongoing training on updated datasets.

However, executing this in practice presents a significant research problem, considering the

scale and complexity of continuously training LLMs and updating their citation mechanisms.

Exploring efficient techniques for model training and designing citation mechanisms capable

of consistently prioritizing the most recent and relevant sources will require substantial

research and development.

8.6.4 Evaluating Source Reliability

Another important challenge is evaluating the reliability of sources used for training data

and citations. As mentioned in Section 8.5, LLMs could potentially propagate misinforma-

tion if they cite unreliable or misleading sources. While search engines face similar challenges,

they are equipped with advanced algorithms to evaluate the reliability and relevance of web

pages [181]. Implementing analogous systems within the framework of LLMs presents an

interesting and crucial direction for further exploration.

8.6.5 Mitigating Citation Bias

Citation bias in LLMs, as discussed in Section 8.5, can result in the uneven representation

of information, leading to the propagation of certain viewpoints while others are neglected.

Formulating strategies to curtail such tendencies is paramount.

To begin with, sourcing a more balanced selection of training data can mitigate bias at

the inception stage. Ensuring diversity in terms of viewpoints and topics in the training

data can reduce bias to some extent.

During citation retrieval, LLMs should utilize an impartial mechanism that does not favor

specific types of sources. The underlying algorithms should be optimized to retrieve citations

based on their relevance and credibility rather than the prominence of the source or its

frequency in the training data.

Finally, the development and application of effective evaluation techniques can help iden-
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tify and measure any residual bias in LLM outputs. Quantifying the extent of bias enables

more targeted corrective measures and provides an objective measure of their efficacy.

8.6.6 Balancing Existing Content with Novel Content Generation

Another intriguing area of research centers on striking a balance between the frequency of

citing existing content and generating novel content. LLMs are admired for their capacity

to generate creative and unique content [58], as well as their reasoning ability [89, 258]. An

over-reliance on citations could potentially inhibit these attributes, reducing the model to a

mere aggregator of existing knowledge rather than a generator of new ideas.

Research into this would involve the development of techniques that allow for appropriate

citation without hampering the model’s creativity. One potential approach could be to

create models that are capable of determining the novelty of their generated content and

adjusting their citation behavior accordingly. For instance, if a model is generating content

based heavily on its training data or the retrieved content, it should provide appropriate

citations. Conversely, if the model is generating content that is significantly different from its

training data and the retrieved content, it might deem citation unnecessary. Developing such

capabilities would require significant advancements in understanding how LLMs generate

novel content and how to quantify the ‘novelty’ of such content.

8.6.7 Navigating Copyright and Fair Use Laws

The application of citation mechanisms in LLMs opens up a new array of legal challenges.

Understanding and complying with copyright and fair use laws when citing sources is a

complex issue. For instance, how much quoted material from a source would be considered

fair use and under what conditions can it be used? In many jurisdictions, the law is not

completely clear, especially as it applies to the use of AI technology. Thus, research in

the legal aspects of using LLMs for generating text with citations is crucial to ensure legal

compliance.

8.7 CONCLUSION

In conclusion, the incorporation of a citation mechanism within LLMs presents a promising

approach to numerous challenges, including but not limited to intellectual property rights,

ethical concerns, and the need for transparency and verifiability in AI outputs. By equipping

LLMs with the ability to accurately attribute the origins of information, we can cultivate
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a climate of enhanced accountability for the content these models generate. This signifies

a progressive step towards constructing a framework of ethical responsibility in AI that

respects intellectual property rights and upholds information integrity.

While introducing a citation mechanism in LLMs presents an exciting opportunity for

enhancing responsibility and accountability, implementing such a system is not without its

technical challenges. We introduce this concept with a hopeful perspective, but readers

should be cognizant of the numerous technical hurdles that must be overcome, as high-

lighted in Section 8.5 and Section 8.6. Additionally, there are other considerations such as

system scalability and latency during inference. Nevertheless, these challenges also represent

valuable areas for future research and innovation. Through these efforts, we aim to foster

more responsible, accountable, and reliable AI systems, ultimately contributing to a better,

more trustworthy technological future.
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CHAPTER 9: CONCLUSION

This dissertation has embarked on an extensive exploration of the capabilities and risks of

Large Language Models (LLMs). Through our comprehensive analyses, we have highlighted

the promising potential of LLMs while also acknowledging their significant limitations and

challenges. The journey through their reasoning and self-correction ability has unveiled the

current state and intrinsic limitations within these models, underscoring the need for ongoing

research and development to enhance their capabilities (Chapter 2 & Chapter 3).

Furthermore, our investigation into the ethical implications of LLMs, particularly concern-

ing potential privacy leakage, has shed light on the critical vulnerabilities present in these

models. The potential for personal information leakage, despite being somewhat mitigated

by the models’ limitations in associating specific data points, remains a significant concern

that demands attention and action (Chapter 4 & Chapter 5).

In addressing these challenges, we introduced novel methodologies to augment and

safeguard LLMs. The development of Raven (Chapter 6) and Descriptive Knowledge

Graph (Chapter 7) represents a leap forward in integrating external knowledge to LLMs.

Furthermore, our discussion on the importance of citations within LLM outputs illuminates

a path toward greater accountability and transparency in AI-generated content (Chapter 8).

In conclusion, the advent of LLMs presents a landscape filled with both extraordinary

opportunities and formidable challenges. As we continue to push the boundaries of what

these models can achieve, it is imperative that we also remain vigilant and proactive in

addressing the ethical considerations that accompany technological advancements. Our hope

is that the insights and methodologies presented in this dissertation will contribute to the

responsible advancement and application of LLMs, ensuring their positive impact across

various domains. The future of artificial intelligence, as envisioned through the lens of this

dissertation, should be not only powerful but also principled.

9.1 FUTURE WORK

The trajectory of future research will concentrate on further advancing the capabilities

and mitigating the risks of LLMs. This endeavor aims to achieve a higher level of general

intelligence within LLMs that is both technologically profound and ethically sound. The

forthcoming research areas are outlined below:

Deepening Understanding of Capabilities and Risks of LLMs. Initial efforts have

shed light on the capabilities and risks of LLMs, yet these are vast territories with much left
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to explore. As LLMs continue to evolve, introducing new functionalities and complexities,

it becomes crucial to expand the understanding of their capabilities and associated risks.

The future work will focus on devising novel methodologies and metrics that more accu-

rately meaure their capabilities and risks, laying the groundwork for the development and

evaluation of LLMs.

Enhancing Capabilities of LLMs by Learning from External Feedback. Recog-

nizing the limitations in self-correction and reasoning within LLMs highlights the need for

external input and a wider array of data for capability enhancements. Research will delve

into enabling LLMs to learn from interactions with their environment and interpret mul-

timodal data, aiming to narrow the gap between current capabilities and a more nuanced,

human-like understanding of the world. This involves pioneering new algorithms and meth-

ods to facilitate such advanced integration.

Mitigating Risks of LLMs by Alignment and Attribution. Persistent ethical issues in

LLMs, despite existing safety measures, indicate the imperative for more robust approaches

for reducing risks. The focus will shift towards aligning the generation of LLMs with eth-

ical principles and enhancing transparency through sophisticated attribution mechanisms.

The objective is to forge models that not only comprehend and apply a diverse set of eth-

ical guidelines and societal values but also embody mechanisms for clear attribution. This

strategy will also involve assessing the impact of LLMs across various societal aspects, in-

cluding employment, education, and public discourse, supported by empirical research and

interdisciplinary partnerships.

This future research path is dedicated to enhancing the capabilities and reducing the risks

of LLMs, guiding their development towards beneficial societal outcomes. The goal of these

initiatives is to create LLMs that are not only technologically advanced but also ethically

responsible, ensuring their positive integration into various domains of human activity. By

focusing on these objectives, we aim to contribute to the creation of AI systems that are

beneficial for society as a whole.
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APPENDIX A: LARGE LANGUAGE MODELS CANNOT SELF-CORRECT
REASONING YET

A.1 PROMPTS AND EXAMPLE OUTPUTS

Can you solve the following math problem? Christina is planning a birthday party and

needs .75 gift bags per invited guest, because 1/4 of attendees don't show up. She

invited 16 friends. Gift bags are $2 each. How much will she spend? Explain your

reasoning. Your final answer should be a single numerical number, in the form

\boxed{answer}, at the end of your response.

If Christina invited 16 friends, then 1/4 of them won't show up, which means there will

be 16 * 1/4 = 4 friends who won't attend the party. To determine how many gift bags to

buy, we need to subtract the number of friends who won't show up from the total number of

invited guests. The number of invited guests is 16 - 4 = 12. Since Christina needs 0.75

gift bags per invited guest, we can multiply this quantity by the number of invited

guests to find the total number of gift bags needed, which is 0.75 * 12 = 9 gift bags. If

each gift bag is $2, then Christina will spend a total of 2 * 9 = $<<2*9=18>>18 on gift

bags. Therefore, Christina will spend $18 on gift bags. Answer: \boxed{18}. (Incorrect)

Review your previous answer and find problems with your answer.

Upon reviewing my previous answer, I recognize a mistake. I incorrectly stated that

Christina needs 0.75 gift bags per invited guest. The given information states that 1/4

of the attendees won't show up, so the correct calculation should take this into account.

To calculate the number of gift bags needed, we will multiply the number of invited

guests by the ratio of attendees who will actually show up (75%). The number of invited

guests is 16, and if 1/4 of them won't show up, then the ratio of attendees who will show

up is 1 - 1/4 = 3/4. Multiplying the number of invited guests by the ratio of attendees

who will show up gives us: 16 * (3/4) = 12 gift bags needed. Since each gift bag costs

$2, the total amount Christina will spend on gift bags is: 12 * $2 = $<<12*2=24>>24.

Based on the problems you found, improve your answer. Please reiterate your answer, with

your final answer a single numerical number, in the form \boxed{answer}.

Upon reviewing my previous answer, I recognize a mistake. I incorrectly stated that ...

The number of invited guests is 16, and if 1/4 of them won't show up, then the ratio of

attendees who will show up is 1 - 1/4 = 3/4. Multiplying the number of invited guests by

the ratio of attendees who will show up gives us: 16 * (3/4) = 12 gift bags needed. Since

each gift bag costs $2, the total amount Christina will spend on gift bags is: 12 * $2 =

$<<12*2=24>>24. Therefore, Christina will spend $24 on gift bags. Answer: \boxed{24}.

(Correct)

Figure A.1: Example on GSM8K where self-correction changes an incorrect answer to a
correct one. Text in bold denotes user prompts.
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Can you solve the following math problem? Terry eats 2 yogurts a day. They are currently

on sale at 4 yogurts for $5.00. How much does he spend on yogurt over 30 days? Explain

your reasoning. Your final answer should be a single numerical number, in the form

\boxed{answer}, at the end of your response.

First, we need to calculate how many sets of 4 yogurts Terry buys in 30 days. Since Terry

eats 2 yogurts a day, he will need 2/4 = 0.5 sets of 4 yogurts per day. Next, we multiply

the number of sets by the price of each set to calculate how much Terry spends per day.

Each set of 4 yogurts costs $5.00, so Terry spends 0.5 * $5.00 = $<<0.5*5=2.50>>2.50 on

yogurt per day. Finally, we multiply the amount Terry spends per day by the number of

days to find the total amount he spends on yogurt over 30 days. Terry spends $2.50 per

day for 30 days, so he spends $2.50 * 30 = $<<2.5*30=75.00>>75.00 on yogurt over 30 days.

So, Terry spends $\boxed{75.00}$ on yogurt over 30 days. (Correct)

Review your previous answer and find problems with your answer.

Upon reviewing my previous answer, I realized that I made a mistake in calculating

Terry's spending on yogurt over 30 days. I incorrectly stated that Terry spends $2.50 per

day for 30 days, resulting in a total of $75.00. However, since Terry eats 2 yogurts a

day and the yogurts are sold in sets of 4 for $5.00, Terry would actually need to buy 1

set of 4 yogurts to last for 2 days. Therefore, his spending on yogurt per set would be

$5.00 for 2 days, or $5.00/2 = $2.50 per day. To calculate the total amount spent on

yogurt over 30 days, we would multiply the amount spent per day ($2.50) by the number of

sets needed in 30 days (which is 30 divided by 2 days per set). Therefore, the correct

calculation would be $2.50 * (30/2) = $2.50 * 15 = $37.50. Apologies for the mistake. The

correct answer is Terry spends $\boxed{37.50}$ on yogurt over 30 days.

Based on the problems you found, improve your answer. Please reiterate your answer, with

your final answer a single numerical number, in the form \boxed{answer}.

Apologies for the error in my previous response. Upon reviewing the problem, here is the

correct answer: Since Terry eats 2 yogurts a day and the yogurts are sold in sets of 4

for $5.00, Terry needs to buy 1 set of 4 yogurts to last for 2 days. Therefore, Terry's

spending on yogurt per set is $5.00 for 2 days, or $5.00/2 = $2.50 per day. To calculate

the total amount spent on yogurt over 30 days, we multiply the amount spent per day

($2.50) by the number of sets needed in 30 days. In this case, Terry needs 30/2 = 15 sets

of yogurts over 30 days. Multiplying $2.50 by 15, we find that Terry spends a total of

$2.50 * 15 = $37.50 on yogurt over 30 days. Therefore, the final answer is Terry spends

$\boxed{37.50}$ on yogurt over 30 days. (Incorrect)

Figure A.2: Example on GSM8K where self-correction changes a correct answer to an incor-
rect one.
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Can you solve the following math problem? Toulouse has twice as many sheep as Charleston.

Charleston has 4 times as many sheep as Seattle. How many sheep do Toulouse, Charleston,

and Seattle have together if Seattle has 20 sheep? Explain your reasoning. Your final

answer should be a single numerical number, in the form \boxed{answer}, at the end of

your response.

Let's start by figuring out how many sheep Charleston has. We are given that Charleston

has 4 times as many sheep as Seattle, so we can calculate this by multiplying Seattle's

number of sheep by 4: Charleston = 4 * 20 = 80 sheep. Next, we are told that Toulouse has

twice as many sheep as Charleston. Therefore, we can find Toulouse's number of sheep by

multiplying Charleston's number of sheep by 2: Toulouse = 2 * 80 = 160 sheep. Finally, to

find the total number of sheep, we add up the number of sheep for each city: Total =

Seattle + Charleston + Toulouse = 20 + 80 + 160 = 260 sheep. Therefore, Toulouse,

Charleston, and Seattle have a total of 260 sheep. Answer: \boxed{260}. (Correct)

Review your previous answer and find problems with your answer.

I apologize for the mistake in my previous response. Let's go through the problem again

and find the correct answer. We are given that Charleston has 4 times as many sheep as

Seattle. If Seattle has 20 sheep, then Charleston would have: Charleston = 4 * 20 = 80

sheep. Next, we are told that Toulouse has twice as many sheep as Charleston. Therefore,

Toulouse would have: Toulouse = 2 * 80 = 160 sheep. To find the total number of sheep, we

add up the number of sheep for each city: Total = Seattle + Charleston + Toulouse = 20 +

80 + 160 = 260 sheep. After reviewing my previous answer, I have determined that there

are no problems with my updated response. The correct answer is 260 sheep.

Based on the problems you found, improve your answer. Please reiterate your answer, with

your final answer a single numerical number, in the form \boxed{answer}.

Apologies for the confusion. Let me provide an improved answer. We are given that

Charleston has 4 times as many sheep as Seattle, and Seattle has 20 sheep. So, Charleston

would have 4 * 20 = 80 sheep. According to the information, Toulouse has twice as many

sheep as Charleston. Therefore, Toulouse would have 2 * 80 = 160 sheep. To determine the

total number of sheep, we add up the number of sheep for each city: Total = Seattle +

Charleston + Toulouse = 20 + 80 + 160 = 260 sheep. After reviewing the previous answer,

the correct final answer is \boxed{260}. (Correct)

Figure A.3: Example on GSM8K where self-correction does not change the answer.
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Q: A fencing thrust with a sharp sword towards a person would result in what?

Answer Choices: (A) injury (B) small cuts (C) fever (D) competition (E) puncture wound.

Explain your reasoning. You must choose only one option from A to E. Your final answer

should be a single letter from A to E, in the form (answer), at the end of your response.

A: A fencing thrust with a sharp sword towards a person would result in a puncture wound.

This is because a fencing thrust involves forcefully stabbing with a sword, which can

penetrate the skin and create a deep, narrow wound. Puncture wounds can be very dangerous

as they can damage internal organs and cause bleeding. Therefore, the most appropriate

answer is (E) puncture wound. (Correct)

Review your previous answer and find problems with your answer.

Upon reviewing my previous answer, I realize that there are some problems with it. While

a fencing thrust with a sharp sword can potentially result in a puncture wound, it is

important to note that in a controlled fencing match, the swords used are typically

blunted or have safety tips, designed to minimize the risk of injury. Therefore, the

likelihood of a puncture wound from a fencing thrust with a sharp sword in a regulated

fencing context is quite low. A more appropriate and accurate answer would be (D)

competition, as a fencing thrust with a sharp sword is typically performed in the context

of a fencing match or competition, rather than with the intention to cause injury.

Based on the problems you found, improve your answer. You must choose only one option

from A to E. Please reiterate your answer, with your final answer a single letter from A

to E, in the form (answer).

Based on the problems with my previous answer, I apologize for the incorrect response. In

a controlled fencing match with a sharp sword, a fencing thrust is likely to result in

(D) competition, rather than injury or a puncture wound. Therefore, the correct final

answer is (D) competition. (Incorrect)

Figure A.4: Example on CommonSenseQA where self-correction changes a correct answer
to an incorrect one.
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Concepts: ['footage', 'motion', 'ruin', 'tilt', 'window']

Sentence: time lapse footage with tilt up motion of the sun streaking through window of

ruin

###

Concepts: ['cause', 'hate', 'hut', 'local', 'love']

Sentence: new beach huts on the island have caused some controversy some locals love them

others hate them

[8 more in-context examples]

###

Concepts: ['vest', 'snow','remove', 'silhouette', 'dunk', 'step', 'item', 'toddler',

'plaster', 'wall', 'piece', 'tool', 'circle', 'pull','wrap', 'headphone', 'deck', 'suit',

'press', 'mother', 'pit', 'cupcake', 'priest', 'rink', 'counter', 'rest','piano', 'wine',

'serve', 'winter']

Sentence: A toddler wearing a vest and snow boots steps onto the icy deck, removes a

circle-shaped piece of plaster from the wall, and pulls out a tool from their winter suit

to wrap their head around a headphone.

Figure A.5: Example output for Constrained Generation using the prompt from Madaan
et al. [159]. The constraint that the output needs to contain all the concepts is not explicitly
mentioned in the prompt for initial response generation. However, in the feedback & refine
prompts, the constraint is implied by “what concepts from the concept list are missing from
the sentence?” (refer to Figures 25 and 26 of Madaan et al. [159] for the feedback & refine
prompts).
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Concepts: ['vest', 'snow','remove', 'silhouette', 'dunk', 'step', 'item', 'toddler',

'plaster', 'wall', 'piece', 'tool', 'circle', 'pull','wrap', 'headphone', 'deck', 'suit',

'press', 'mother', 'pit', 'cupcake', 'priest', 'rink', 'counter', 'rest','piano', 'wine',

'serve', 'winter']

Write a reasonable paragraph that includes *ALL* of the above concepts.

In the winter wonderland, a mother dressed in a warm vest watched her toddler play in the

snow. As the child attempted to remove the snow from the ground, their silhouette created

an enchanting image against the white backdrop. Nearby, a group of friends gathered

around a basketball hoop, taking turns to dunk the ball with skillful steps. One of them,

holding an item resembling a tool, used it to plaster a piece of the wall that had been

damaged. Meanwhile, on the other side of the park, a circle of children pulled their hats

tightly to wrap around their heads, protecting their ears from the cold wind as they

listened to music through their colorful headphones. On the deck of a nearby house, a man

in a sleek suit pressed a button, causing a hidden mechanism to reveal a grand piano. As

the music filled the air, the host served glasses of wine to the guests, creating a warm

and inviting atmosphere in the winter evening. In the distance, a priest skated

gracefully in an ice rink, his movements mirroring the smoothness of his words during a

sermon. At the counter of a bakery, a customer ordered a cupcake and watched as the baker

skillfully decorated it with a winter-themed design. Not far away, a group of friends

gathered around a pit, roasting marshmallows and enjoying the warmth of the fire. The

scene painted a picture of joy, friendship, and the beauty of winter.

Figure A.6: Example output for Constrained Generation using a prompt casually written
by the authors.
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APPENDIX B: ARE LARGE PRE-TRAINED LANGUAGE MODELS
LEAKING YOUR PERSONAL INFORMATION?

B.1 RULE-BASED METHOD

ID name local part

A1 abcd abcd

B1 abcd efg abcd.efg
B2 abcd efg abcd efg
B3 abcd efg abcdefg
B4 abcd efg abcd
B5 abcd efg edf
B6 abcd efg aefg
B7 abcd efg abcde
B8 abcd efg eabcd
B9 abcd efg efga
B10 abcd efg ae

C1 abcd hi efg abcd.efg
C2 abcd hi efg abcd efg
C3 abcd hi efg abcdefg
C4 abcd hi efg abcd.hi.efg
C5 abcd hi efg abcd hi efg
C6 abcd hi efg abcdhiefg
C7 abcd hi efg abcd
C8 abcd hi efg edf
C9 abcd hi efg aefg
C10 abcd hi efg abcde
C11 abcd hi efg eabcd
C12 abcd hi efg efga
C13 abcd hi efg ahefg
C14 abcd hi efg ahiefg
C15 abcd hi efg abcd.h.efg
C16 abcd hi efg abcd.hiefg
C17 abcd hi efg ahe

Table B.1: The list of email address patterns.

Many email addresses follow patterns of the combination of the owners’ first name, last

name, and initials (from our analysis, more than half of email addresses in the dataset

have significant patterns). For example, if the owner’s name is abcd, with domain known

as xyz.com, its email address is likely to be abcd@xyz.com; if the owner’s name is abcd
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efg, with domain known as xyz.com, its email might be abcd.efg@xyz.com, aefg@xyz.com,

abcd@xyz.com, etc.

Based on this observation, for the settings where the target domain is known, we design

a rule-based method as a baseline. We identify 28 patterns classified by the length of

the owner’s name in Table B.1. And we use Z to denote email addresses that cannot be

categorized into these 28 patterns.

In the zero-shot setting, we simply use pattern A1, B6, and C9 to recover the target

email address, e.g., abcd efg → aefg@xyz.com. For the k-shot setting, the algorithm first

identifies the patterns in the demonstrations, and uses the most frequent pattern to predict

the local part, concatenated with the provided domain. For example, assuming that we

want to predict the email address of a person with a name of length 2, the patterns of the

5 sampled demonstrations are {B3, B5, C2, B5, Z}. Among the patterns, the compatible

ones are {B3, B5, B5}, with the most frequent one as B5. The model will predict the target

email with pattern B5. If none of the email patterns is compatible with the target name,

the model predicts the same email address as the zero-shot setting.

B.2 EFFECT OF DECODING ALGORITHMS

setting model # predicted # correct (# no pattern) accuracy (%)

Context (100)
Greedy

[125M] 2528 28 (1) 0.86
[1.3B] 2883 148 (17) 4.57
[2.7B] 2983 246 (36) 7.60

Context (100)
Top-k

[125M] 2678 22 (1) 0.68
[1.3B] 2946 102 (10) 3.15
[2.7B] 3010 171 (22) 5.28

Context (100)
Beam

[125M] 2413 36 (1) 1.11
[1.3B] 2728 171 (17) 5.28
[2.7B] 2827 245 (35) 7.57

0-shot (D)
Greedy

[125M] 3191 7 (0) 0.22
[1.3B] 3232 16 (1) 0.49
[2.7B] 3238 40 (4) 1.24

0-shot (D)
Top-k

[125M] 3101 1 (0) 0.03
[1.3B] 3226 5 (0) 0.15
[2.7B] 3232 24 (2) 0.74

0-shot (D)
Beam

[125M] 3151 5 (0) 0.15
[1.3B] 3233 13 (1) 0.40
[2.7B] 3232 47 (4) 1.45

Table B.2: Results of prediction with different decoding algorithms.
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To explore the effect of decoding algorithms in generation, we also report the results

of top-k sampling (k = 50, temperature = 0.7) and beam search (num beams = 5, with

early stopping) in Table B.2. From the results, we observe that the performance of top-k

sampling is worse than that of greedy decoding, and the performance of beam search and

greedy decoding is close.

B.3 EFFECT OF FREQUENCY

setting mean median

all 26 6

Context (50) 125 29
Context (100) 109 27.5
Context (200) 108 30

0-shot (D) 184 20.5

0-shot (w/ domain) 40 9
1-shot (w/ domain) 31 7
2-shot (w/ domain) 28 7
5-shot (w/ domain) 29 7

Table B.3: Mean and median of frequency of the correctly predicted email addresses in
different settings. all refers to statistics of the entire dataset (3238 email addresses).

In Table B.3, we report the mean and median of frequency of the correctly predicted email

addresses in different settings (with GPT-Neo 2.7B). We do not include statistics of settings

whose number of correct predictions is lower than 20 since the number is too small to analyze

the mean and median. We observe that the mean and median for those correctly predicted

email addresses are higher than all the email addresses in the dataset (all), which indicates

that more frequent email addresses are more likely to be memorized and associated by PLMs.

Similar findings that repeated strings are memorized more were observed in Carlini et al.

[26, 27], Lee et al. [132].
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APPENDIX C: RAVEN: IN-CONTEXT LEARNING WITH
RETRIEVAL-AUGMENTED ENCODER-DECODER LANGUAGE MODELS

C.1 LIMITATIONS AND BROADER IMPACT

While the performance of Raven is impressive considering its scale and training budget,

there are also some limitations. One limitation arises from the constrained context length

inherent to the base models (i.e., T5 or Atlas) we employed. This restriction poses

challenges to the scalability of in-context learning, especially as the number of in-context

examples increases. While our Fusion-in-Context Learning (FiCL) strategy does offer a

mitigative approach to this constraint, an alternative and possibly more optimal solution

might involve extending the context length. This would be particularly beneficial for tasks

requiring extensive inputs.

Furthermore, when compared to some of the prevailing decoder-only language models,

particularly those exceeding 100B parameters, the models deployed in our research might

appear relatively diminutive in scale (in terms of both the number of parameters and the

amount of training data). Our endeavor partially seeks to catalyze further investigations

into more powerful encoder-decoder models.

Nonetheless, the insights and methods proposed are transferable and have the potential

to enhance other models, including those that are domain-specialized or more powerful,

such as mT5 [265] and UL2 [235]. Future work focusing on scaling up the model, applying

these methods, and further studying its in-context learning ability is encouraged. Draw-

ing on the benefits of scaling up and combining this with our proposed approaches, we

believe that there is potential to develop even more powerful retrieval-augmented language

models in the future. Another promising future direction is exploring how to combine the

Fusion-in-Decoder architecture with existing decoder-only language models. By doing so,

we can harness the advantages of both architectures—employing a bidirectional architecture

to effectively encode retrieved passages for the most powerful decoder-only LLMs.

C.2 ADDITIONAL EXPERIMENTAL DETAILS

C.2.1 Experimental Setup for Section 6.3.1

We select two widely-used datasets in the domain of open-domain question answering:

Natural Questions (NQ) [127] and TriviaQA (TQA) [112]. To assess the performance, we

follow the previous work [105] to employ the standard exact match (EM) metric. For the few-

149



shot settings, we follow Brown et al. [24] to evaluate each example in the test set by generating

in-context examples through randomly sampling k instances from the respective task’s train-

ing set. Following Izacard et al. [105], we use an index composed of December 2018 Wikipedia

dump for NQ and an index composed of December 2021 Wikipedia corpora for TriviaQA. We

retrieve 40 documents by default. We test the checkpoints released in the official repository

of Izacard et al. [105]40, covering sizes of 11B (XXL), 3B (XL), and 770M (Large).

C.2.2 Training Details

We train two versions of Raven: 3B and 11B. To isolate the effect of training variance with

masked language modeling, we initialize both the retriever and the reader of the models with

the weights of Atlas (3B and 11B) and continue to pretrain the model with prefix language

modeling. To isolate the effect of retrieval, we do not update the retriever during the training

process for prefix language modeling. We pretrain the reader using the December 2021

Wikipedia corpora preprocessed by Izacard et al. [105], where the index is also constructed

using the same corpora. In accordance with Izacard et al. [105], we retrieve 20 passages for

each masked sequence (excluding passages identical to the original sequence). Both the 3B

and 11B models are trained for 5,000 steps, using AdamW optimizer [155] with a batch size

of 64. We employ a learning rate of 4×10−5 for the 3B model and 1×10−5 for the 11B model,

with linear decay and 100 warmup steps. All the models are trained on NVIDIA A100 GPUs

(80 GB). For the 3B model, we utilize 8 GPUs, whereas for the 11B model, we employ 32

GPUs. The prompt used for prefix language modeling is detailed in Appendix C.2.3. During

testing, we default to retrieving 40 documents for all tasks. The prompts used can be found

in Appendix C.2.4 and Appendix C.2.5.

C.2.3 Retrieval-Augmented Prefix Language Modeling

In alignment with the pretraining of Atlas, we design the prompt for prefix language

modeling as

{prefix}<extra id 0> title: {title} context: {text}

where {prefix} represents the prefix of an input sequence. The {title} and {text} elements

are retrieved by the model’s retriever using the prefix as a query. Here, {text} signifies the
retrieved passage, while {title} denotes the corresponding article and section title of the

passage. The model is trained to generate

40https://github.com/facebookresearch/atlas
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<extra id 0>{suffix}

where {suffix} is the suffix (masked by <extra id 0>) of the input sequence.

C.2.4 Open-Domain Question Answering

In accordance with pretraining, we use the following prompt for open-domain question

answering:

Question: {question} Answer:<extra id 0> title: {title} context: {text}

For example,

Question: In which country was the first permanent bungee jumping site

situated? Answer:<extra id 0> title: Bungee jumping: Modern sport

context: first permanent commercial bungee site, the Kawarau Bridge Bungy

at the Kawarau Gorge Suspension Bridge near Queenstown in the South Island

of New Zealand. Hackett remains one of the largest commercial operators,

with concerns in several countries. Several million successful jumps have

taken place since 1980. This safety record is attributable to bungee

operators rigorously conforming to standards and guidelines governing

jumps, such as double checking calculations and fittings for every jump.

As with any sport, injuries can still occur (see below), and there have

been fatalities. A relatively common mistake in fatality cases is to use a

cord that

C.2.5 MMLU

MMLU comprises 57 multiple-choice question answering datasets that span various do-

mains, including elementary mathematics, US history, computer science, and more. For

the evaluation on MMLU, we report the accuracy and use an index composed of December

2021 Wikipedia corpora. We follow Izacard et al. [105] to apply the “de-biased” inference.

Specifically, during inference, we execute four forward passes, each corresponding to a cyclic

permutation of the answer letter-option assignment within the question. For instance, the an-

swer option designated to letter ‘A’ is shifted to ‘B’, ‘B’ to ‘C’, ‘C’ to ‘D’, and ‘D’ to ‘A’. The

final prediction is obtained by summing up the probabilities from these four forward passes.

We design the prompt in the following format:

Question: {question} Options: {candidate answers} Answer:<extra id 0>

title: {title} context: {text}
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For example,

Question: Over time, non-volcanic mountains can form due to the

interaction of plate boundaries. Which interaction is most likely

associated with the formation of non-volcanic mountains? Options: (A)

continental plates colliding with continental plates (B) continental

plates separating from continental plates (C) oceanic plates colliding

with oceanic plates (D) oceanic plates separating from oceanic plates

Answer:<extra id 0> title: ... context: ...

Given that many questions in the MMLU benchmark are quite lengthy, concatenating in-

context examples (questions and candidate answers) with the target question in a few-shot

setting is likely to exceed the maximum input length. To mitigate this, we only sample

examples with question lengths of fewer than 50 tokens to use as in-context examples.

C.3 ADDITIONAL RESULTS

C.3.1 Ablation Study

We conduct an ablation study by training Atlas and Raven with different pretraining

strategies. First, to isolate the effect of more training steps of Raven, we also train Atlas

for 5,000 more steps using the masked language modeling objective. Results in Table C.1

(row 2) show that the performance does not improve, indicating that the performance im-

provement of Raven compared to Atlas is not simply due to training for more steps.

Second, to verify the effectiveness of Raven’s training strategy (i.e., first masked language

modeling, and then prefix language modeling), we train two variants of Raven, starting from

the T5-lm-adapt checkpoint41, which is the checkpoint that Atlas starts from. For the first

variant, we use the same prefix language modeling objective of Raven. For the second

variant, we train the model with a mixture of masked and prefix language modeling. Specif-

ically, we construct corrupted texts by both masking 15% spans in the sequence (same as

Atlas) and replacing the suffix with a special mask token <extra id 99> (used in testing).

We train the model for 10,000 steps and update the retriever and refresh the index during

training with the optimal strategy described in Izacard et al. [105]. Table C.1 (Raven− in

row 3 and 4) summarizes the results. We find that the performance of these two variants

is superior to Atlas, but inferior to Raven when trained using the strategy described in

Section 6.3.2. An explanation for this is that, by training with masked language modeling

41https://huggingface.co/google/t5-xl-lm-adapt
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Natural Questions TriviaQA
0-shot 1-shot 5-shot 0-shot 1-shot 5-shot

Atlas 3B (Mask) 23.7 25.1 28.4 54.3 55.5 61.1
Atlas 3B (Mask, 5k more steps) 22.9 22.5 28.1 50.8 50.1 61.1

Raven− 3B (Prefix) 24.8 29.1 30.1 55.4 61.4 62.3
Raven− 3B (Mix) 25.1 28.4 30.9 56.1 61.4 62.2

Raven 3B 29.3 31.7 31.4 62.4 63.2 62.6

Table C.1: Results of Atlas and Raven trained with different strategies.

first, the model can achieve better language understanding ability and is equipped with a

more effective retriever (as emperically verified in Izacard et al. [105]). Subsequently, by

training with prefix language modeling, the mismatch between pretraining and inference is

mitigated, resulting in improved zero-shot and few-shot performance.

C.3.2 Long-Form Question Answering

Table C.2 presents some example outputs of Atlas and Raven 11B on long-form

question answering. The questions are sampled from the ELI5 dataset [57]. An examination

of these results reveals that Atlas typically generates concise answers, while the output

from Raven generally encompasses more information. This is a predictable outcome given

that Atlas is pretrained solely with masked language modeling, where each masked span

usually contains only a handful of tokens. Besides, while Raven’s answers are not always

entirely accurate, they generally exhibit higher quality compared to Atlas. Furthermore,

the use of Fusion-in-Context Learning in Raven appears to contribute to a more coherent

and informative generation.
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Question How does a painting like “When Will You Marry” sell for $300 million dollars when
it doesn’t look like anything spectacular

Human When it comes to a lot of art, context is more important than the actual material. Rarity, historical
context etc. make a thing more valuable than its actual aesthetic properties. For example, some
shitty buggy SNES or N64 games will sell for huge amounts if they are well preserved and in the
original packaging etc, even when any high school student nowadays could write a better game in
a week.

Atlas 1-shot It’s a masterpiece.
Raven 1-shot It’s not the painting that sells for $300 million dollars, it’s the story behind the painting.
Raven FiCL [40-1] It’s not the painting that sells for $300 million dollars, it’s the reputation of the artist.

Question When the society goes fully automatized, what will be the “normal” people needed
for?

Human Call centers... I am being totally serious. If your Sony TV is being completely fabricated by
machines, shipped by machines, sold on amazon and delivered by machines, one of the few value
adds companies will be able to deliver is GOOD customer service. So calling that 1-800 number
and being instantly connected to a knowledgeable, friendly, human being who is going to patiently
help you fix whatever issue you have (FYI... you forgot to plug it in).

Atlas 1-shot ’> ELI5: What will the society go fully automatized? >
Raven 1-shot The ones who will program the robots.
Raven FiCL [40-1] The “normal” people will be needed to program the robots.

Question Why is a 2 liter of Coca-cola $1, a 12 oz bottle $1.49 and the same size bottle of
water $1.99?

Human Because people will pay. Plain and simple. Capitalism at its best.
Atlas 1-shot The price of the product is based on the cost of the packaging.
Raven 1-shot The cost of packaging is proportional to the size of the container.
Raven FiCL [40-1] The cost of packaging is the largest portion of the cost of a product. The larger the container, the

less packaging is required.

Question If Matter Cannot Be Created or Destroyed... How do trees form?

Human Say you have a box of Legos with 500 pieces. With those 500 pieces, you build a bulldozer. Then
one day, you decide to rearrange those pieces from a bulldozer to a monster truck. It’s still the
same 500 pieces, just in a different layout. This is how trees are formed. The matter is just
rearranged from other objects. Soil, nutrients, water, and even air. This is called “Conservation
of Mass.” EDIT: added air. Thanks. :)

Atlas 1-shot Trees are made of carbon and oxygen.
Raven 1-shot Matter can be created or destroyed by combining two or more different types of matter.
Raven FiCL [40-1] The tree is a living organism. It is made up of matter. The tree is made up of carbon, hydrogen,

oxygen, and water.

Question If the flu shot contains a non-active version of the flu, then why are “flu like symp-
toms” common for the days following?

Human the non-active proteins trigger an immune system response which can involve some inflammatory
system responses. once the immune system is activated for that infection your body will react
more readily if the actual infection gets into you.

Atlas 1-shot The flu shot contains live virus particles.
Raven 1-shot The flu shot contains a live attenuated virus. This means that it is not able to infect the body,

but it can still cause some side effects.
Raven FiCL [40-1] The flu shot contains a weakened version of the virus. This weakened virus is able to trigger an

immune response in the body. This immune response can cause flu like symptoms.

Table C.2: Example outputs of Atlas and Raven 11B on long-form question answering.
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